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It is proved by functional analytic methods that for S-state solutions of 
Schr6dinger's equation for the helium atom, Fock's expansion in powers of 
R ~/2 and R In R, where R is the hyperspherical radius 2 2 r~ + r2, converges 
pointwise for all R, thereby generalising a result of Macek that the expansion 
converges in the mean for all R <�89 It is shown that for any value (even 
complex) of the energy E, Schr6dinger's equation, considered as a partial 
differential equation with no boundary condition at R = oo, has infinitely many 
solutions representable by an expansion of the type proposed by Fock. Some 
of the open problems are discussed in determining whether for E in the point 
spectrum of the atomic Hamiltonian the physical eigenfunction ~z ,  which 
has exponential decay as R ~ ee, is representable by Fock's expansion. 

Key words: Helium atom eigenfunctions - -  Fock's expansion - -  Convergence 
properties - -  Functional analysis 

Finding a series expansion for the eigenfunctions of many-electron atoms in 
general and the helium atom in particular was the goal of several workers in the 
twenty years after the discovery of wave mechanics. In 1935, it was observed by 
Bartlett, Gibbons, and Dunn that no expansion for the wavefunction 0 of the 
helium atom in powers of  the variables q, r2, and r12 would satisfy Schr6dinger's 
equation [1]. (Here rl and r2 are the distances of each electron from the nucleus 
and r12 is the interelectronic separation.) Soon thereafter Bartlett pointed out 
that the physical ground-state wavefunction ~ can have no convergent expansion 
of the form 

oo 

0 = Z ( r2+ r~)J/Za(J)(~, ok), 
j - O  
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where /3 and ~b are hyperspherical angles and (r~+ r~) 1/2 is the hyperspherical 
radius [2]. Unfortunately, this conclusion has not always been universally appreci- 
ated. Bartlett further observed that formally Schr6dinger's equation seemed to 
allow solutions of the form 

O~3 

j = 0  k = 0  

but the relation of such an expansion to the physical ~p was not clear. 

In 1954, V. A. Fock, who at the time was unaware of  Bartlett's work, rediscovered 
the fact that no expansion in powers of (r2+ r~) 1/2 with coefficients which are 
well-behaved functions of  the hyperspherical angles can be a solution of Schr6din- 
ger's equation for S-states of the helium atom. He also proposed that the expansion 
be generalised to include powers of logarithms of the hyperspherical radius, in 
which case there do exist formal solutions of Schr6dinger's equation (considered 
as a partial differential equation with no boundary condition at r~+ r~ = oo) with 
coefficients which are well-behaved functions of the hyperspherical angles [3]. 
Generalisations of Fock's expansion to many-electron atoms with L # 0 ,  and 
closed-form expressions for the first few coefficients of Fock's expansion have 
also been derived [4-6]. However, the convergence properties of Fock's expansion 
have received comparatively little attention; for 25 years the only study was that 
of Macek [16]. For most expansions in atomic and molecular physics, such as 
those for the Stark and the Zeeman effects and the 1/R-expansion for interatomic 
forces, experiments left no doubt that the expansions represented the physics 
correctly, even though the precise mathematical nature of the expansions was 
determined only recently [7]. Thus mathematical results on the convergence of 
Fock's expansion provide the only method for determining the relationship of 
Fock's expansion to atomic eigenfunctions. 

Finding the analytical structure of the cusp in the wavefunction at rl = 0, r2 = 0, 
r12 = 0 is of  considerable interest to those who do highly accurate variational 
calculations on few-electron atoms, for it is extremely advantageous to choose 
basis functions which have the same analytic structure as the wavefunction one 
is trying to approximate. This intuition, which was discussed by Kato [8], was 
developed extensively a few years later by Schwartz [9], and recent results have 
been presented in joint work with Bruno Klahn [10]. A practical example was 
furnished by the work of  Frankowski and Pekeris [11], which has not always 
received the attention it deserves. In 1959, Pekeris published his famous calcula- 
tion on the ground state of helium using a basis of  1078 Laguerre functions, which 
yielded an energy of -2.903724375 a.u. [12]. In 1966, Frankowski and Pekeris 
included in their basis functions containing up to two powers of logarithms. A 
variational calculation with 246 basis functions yielded an energy of 
-2.9037243770326 a.u., which probably is within about 2 • 10 -12 a.u. of the 'exact' 
non-relativistic energy. (Recent work with D. Freund and B. Huxtable [27] 
has yielded a variational upper bound to the energy of -2.9037243770340 a.u.) 
In other words, by including functions containing up to two powers of logarithms 
one is able to use a basis only �88 as large and simultaneously to reduce the error 
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from 2 • 10 9 a.u. to about 2 • 10 12 a.u., an improvement  in accuracy by about 
a factor of  1000. This striking example of  the accelerated rate of  convergence 
was interpreted by Frankowski and Pekeris as confirming the presence of logarith- 
mic terms in the wavefunction for the helium atom. However, we should remember  
that the improved convergence when one includes logarithmic terms resembling 
those proposed by Fock does not necessarily imply that Fock's expansion rep- 
resents an eigenfunction of the helium atom. For example, it was found by 
Schwartz that the inclusion of terms containing fractional powers such as (q  + 
r2) 1/2 resulted in an improved rate of  convergence of the variational calculations 
for the helium atom [13], but no one would maintain that such terms are present 
in the expansion of helium eigenfunctions about the point r?+ r2 = 0 [14]. 

In this paper  we shall prove that Schr6dinger's equation for L = 0 states of  the 
helium atom, or any other two-electron ion, considered as a partial differential 

2 2 equation with no boundary condition at rl + r2 = ~ ,  

( 1 2 1 2 Z Z N / i / / E  
- ~ V  1 - $ V  2 rl r2 r12/ 

E~e 

has infinitely many solutions g'e for any E (even complex) which are representable 
by convergent expansions in powers of  (r2+r~) 1/2 and In 2 2 (rl+r2) of  the type 
proposed by Fock. The main question which we have not yet been able to answer 
is whether for E in the discrete spectrum, one of the solutions ~e of the partial 
differential equation which have a convergent Fock expansion has exponential 
fall-off instead of exponential blowup as q or r2 tends to infinity. We firmly 
believe that the answer to this question is "yes" ,  but finding a mathematical  proof  
would require the generalisation of the theory of ordinary differential equations 
with regular singular points to partial differential equations. Recently, in a series 
of  announcements  Jean Leray [25] has sketched a proof  that the physical eigen- 
function is representable by a series of  the type proposed by Fock which converges 
for all R less than some constant Re; the details have not yet been published. 

The proof  of  the convergence of Fock's expansion is presented in seven sections. 
In Section 1 we shall review the derivation of the recursive differential equations 
which determine the coefficients of  Fock's expansion. The second-order partial 
differential operator {B*, the Laplace-Beltrami operator on the 3-dimensional 
hypersphere (S 3) imbedded in the 4-dimensional space (R4), plays a fundamental  
role in the recursive differential equations. D* is the analogue of the square of 
the angular momentum operator on the ordinary 2-dimensional sphere (S 2) 
imbedded in the ordinary 3-dimensional space (R3). The spectral properties of  
- D *  are discussed in Sect. 2, where a closed-form expression for the integral 
kernel of  the square of  the resolvent of  - D *  is also obtained. In Sect. 3, we 
derive estimates of  the norms of certain operators which appear  frequently in 
our proofs. In Sect. 4 an inductive proof  of  the internal consistency of Fock's 
differential recurrence relation is given. In Sect. 5 we outline how a proof  of  
convergence would go if the recursive differential equation were rather simpler. 
In Sect. 6 the full recurrence relation is tackled, and we prove that for each 
non-negative value of R = 2 2 r~ + r2, the series for ~ e ( R )  converges to a function 
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in L2($3). In Sect. 7, we prove that for all non-negative R, the series for O~(R) 
converges to a function in L~(S3), and that the function $e (R)  satisfies the 
partial differential equation with no boundary condition at R = ~ .  Our con- 
clusions and suggestions for further research are presented in Sect. 8. An integral, 
the evaluation of which is rather involved, is treated in the Appendix. 

After this article was written the author became aware of  a short article by Macek 
[15], which modulo a few technical details provides a proof  that the Fock 
expansion converges in L2(S 3) for all R <�89 This little-known article deserves far 
more attention that it has received in the literature. My own Sect. 6 would have 
been somewhat shorter if I had used Macek's line of  attack, but the proof  given 
here of the stronger result that the Fock expansion converges in L~(S 3) for all 
R requires lengthy derivations of  upper bounds to the kernels of various integral 
operators. 

1. Fundamental equations of Fock's expansion 

It is well known that S-states of two-electron atoms and ions can be described 
by the three variables rl, r2, and r12, where rl and rE are the distances of each 
electron from the nucleus and r12 is the interelectronic separation. In these 
variables the kinetic energy is a rather complicated operator [16], while the 
potential energy is quite simple. Since most mathematical treatments of Schrrdin- 
ger's equation make use of the fact that the kinetic energy operator dominates 
the potential energy operator, it is very convenient to have a simple representation 
of the kinetic energy operator regardless of how complicated the potential  energy 
operator may then become. In other words, we shall use simple closed-form 
expressions for the kinetic energy operator and powers of its resolvent and the 
specific form of the potential energy operator will matter relatively little since 
we shall need to know only its qualitative properties. One of the major benefits 
of Fock's work was the discovery of a coordinate system which made the kinetic 
energy operator particularly simple. Let us now review Fock's treatment of 
Schrrdinger's equation for a two-electron atom [3]. 

Fock's idea was to define three new variables R, a, and 0 by 

2+ r~ R = r l  

a = 2 arccos ( r2 /R  1/2) = 2 arcsin ( r l / R  1/2) (1.1) 

= ~(rl + r2 -  r22)/rlr2. COS 0 = r 1 " r 2 / ( r  l r 2 )  1 2 2 

Notice that R is quadratic in the usual distance variables, so R 1/2 is linear in 
them. The variable 0 is the angle between the vectors rl and r2, where both are 
considered to be elements of the same 3-dimensional space R 3. The variable 
does not seem to have a simple interpretation within the usual space ~3. The 
inverse transformation is given by 

rl = R 1/2 sin ( a /2 )  

r2 = R 1/2 cos ( a /2 )  (1.2) 

r12 = R1/2(1-s in  a cos 0) 1/2. 
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In these hyperspherical variables Schr6dinger's equation for a two-electron atom 
with L = 0 is 

0 2 
( R2-~+ 3 Ro-%+ [~*) t~ = (�89 U-1RE )t p (1.3) 

where El* is the Laplace-Beltrami operator on S 3 

[ ] , =  1 {O(sin2a 0 ) 1 0 ~ ( s i n 0 0  ) 1 00_~2 } 
sin 2 a ~ -~ sin 0 ~ -] sin 2 0 (1.4) 

and U is the usual potential energy operator multiplied by R 1/2 

1] 
sin (a/2) § cos (-~/2) +(1 - s i n  ~ cos 0) -1/2. (1.5) 

(Since both U and a physical wavefunction gr are constant in the third hyper- 
spherical angle ~b, the trivial oh-dependence of all quantities will be suppressed.) 
If one tries the ansatz for 

~(R, a, O)= ~ RJ/2qJj(a, O) (1.6) 
j=o 

one obtains a coupled recursive differential equation for the 0j's 

I - D * -  Y- 2 l  I = -�89 uq,j_1 
2 \ 2  ] J  

This equation can be solved for j = O  and j =  1; if we take r 1, then ~1= 
-Z ( s i n  (a /2 )  + cos (a /2))  + �89 - sin a cos 0) 1/2. However, i f j  = 2, then a contra- 
diction is obtained. The right side -�89189 is in the Hilbert space L2($3), 
so 02 must be in D(-[]]*), the domain of - [ ]* .  In order for the equation to have 
a solution in D(-[B*), it is necessary that the right side be orthogonal to every 
function in the kernel of ( - [ ] * - 3 ) ,  in particular, to sin a cos 0. However, the 
right side has a non-zero projection on this function. Therefore, Fock suggested 
that powers of In R be included in the expansion: 

eo [ j / 2 ]  

~O(R, a, 0) = Y, F, RJ/2(ln R)k~0~,k(a, 0). (1.7) 
j = 0  k = 0  

The expression [ j /2]  means "the largest integer which does not exceed j/2". 
(Our summation index j is slightly different from Fock's. Fock summed up 
half-integral powers of R, while we sum over integral powers of R1/2.) If  the 
ansatz (1.7) is inserted into Schr6dinger's equation (1.3), the following differential 
recurrence relation for the tpj, k'S is obtained: 

I-D* J(J+2 l, --~\~ /JqS, k=(j+2)(k+l)qJy, k+1+(k+l)(k+2)~Oy, k+= 

1 1 --~UOj_,,k +~EOj_2,k. (1.8) 
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The first few r have been obtained in closed form by Fock [3] and Ermolaev 
[5]. Within a normalisation constant, it has been found for singlet states that 

~o,o = 1 

~l,o = - Z ( s i n  ( a / 2 )  + cos ( a / 2 ) )  +1(1 - s i n  a cos 0) 1/2 (1.9) 

7 r - 2  
~02,1 = - Z  6~" sin a cos 0. 

~0z,0 and all the other qJj, k'S with j - -  3 have never been obtained in closed form. 
This lack of  knowledge of all but the first few ~0~,k'S probably is the primary 
reason that there has been only one previous study, that of  Macek, on the 
convergence properties of  Fock's expansion (1.7). 

In proving the convergence of (1.7), the first hurdle one faces is that the expansion 
does not seem to be a power series in a single function of R, so the usual theory 
of analytic functions is not applicable immediately. However, if we define the 
variables s and t by 

S = R 1/2, t = R In R (1.10) 

and replace the summation index j with a new index n, where n = j - 2 k ,  we can 
rewrite the series (1.7) as 

~(s, t; a, O)= ~ ~ s"tkt~,+2k, k(a, 0). (1.11) 
n = 0  k = 0  

This expansion is a standard power series in the variables s and t. I f  we can 
prove that (1.11) converges for all values of  s and t, it certainly will converge 
for those real values of  s and t which satisfy 

t = s 2 In (s 2) (1.12) 

the equation for those s and t which are related in the physical manner  by Eqs. 
(1.10). Since the theory of  the convergence of power series in two independent 
variables is very much analogous to the theory of the convergence of power series 
in a single variable [17], if one wants to prove that the series (1.11) converges 
for all complex s and t, it suffices to prove that the coefficient of  s n t  k falls off 
factorially quickly in n and k. In particular, an estimate of  the form 

A " B  k 
II  0.+2k, k II-< C(nt)3/,6k! (1.13) 

will be sufficient to prove that the series (1.11) converges for all complex s and 
t. (In (1.13), the symbol II~oll will denote first the L2-norm and then the L~-norm, 
which latter is essentially the maximum absolute value of the function.) Since 
n < - n + 2 k ,  it would also suffice to have an estimate of  the form (1.13) with n! 
replaced by (n +2k) ! ,  and transforming back to the summation index j = n +2k,  
we see that it will be enough to prove an estimate of  the form 

AJB k 
II q,j.k II-< C(j!)3/16k! (1.14) 

for some fixed positive numbers A, B, and C. 
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We shall use the differential recurrence relation (1.8) to derive an estimate of the 
form (1.14). To begin, it will be helpful to simplify (1.8) by eliminating the factors 
of ( k + l )  and ( k + l ) ( k + 2 )  from the right side of (1.8). To this end let 4~j,k be 
defined by 

~bj.k ~Vj, k (1.15) - 4kk l" 

If we substitute ~bj, k for ~'j,k in the recurrence relation (1.8), we obtain 

[--[~*--2 ( J"}- 2) ] ~)j,k =l(j-'[- 2)(aj, k+l-k-14)j,k+2 
1 1 --~U~oj-,,k "F$E~oj_2,k. (1.16) 

In Eq. (1.15), the factor of k! results in a simpler equation. The factor of 4 k 
appears only for technical reasons which later will become clearer. Our goal is 
to derive an estimate on the ~bj, k's of the form 

J 

II ~,j,~ II -< Cij [)3/16 (1.17) 

which is equivalent to (1.14) because of the definition (1.15). Notice that there 
is no k-dependence on the right side of (1.17); this feature will simplify our 
treatment later in the paper. 

Equation (1.16) will play a fundamental role throughout the rest of this article. 
The basic fact which we shall use is that the operator - ~ *  which appears on 
the left side of (1.16) dominates the operator U on the right side. To make these 
notions precise it is necessary to discuss the spectral properties of the operator 
- [ ] * ,  which is done in Sect. 2. 

2. Spectral properties of - D *  

In order to study the properties of the operator -[Z*, it is particularly helpful 
to have a closed-form representation of the resolvent and the square of the 
resolvent of - [ ] *  as integral kernels. To this end we shall use the fact that 
Pn, the projection onto the eigenspace of -[Z* with eigenvalue n ( n + 2 )  
[n = 0, 1, 2, 3 , . . . ] ,  has a kernel given by 

Pn(O) - (n + 1) sin ((n + 1)O) _ n + 1 C1(O ) (2.1) 
2"/7 "2 sin (O) 21r 2 

where C~(| is a Gegenbauer polynomial (see [24], p. 273). Here capital O is to 
be distinguished from lower case 0. Capital O(~o, to') is the geodesic distance 
between the two points to and w' on the hypersphere $3; more colloquially, it is 
the angle between to and to'. If we have some function 0(to) in L2($3),  we can 
calculate its projection [Pn~b](to) onto the eigenspace o f - 7 7 *  with eigenvalue 
n(n +2) by the formula 

f dto,(n + 1) sin ((n + DO(to, to')) 
[Poqd(to) 0(to'). (2.2) 

J S 3 2'/r 2 sin (| to')) 
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The situation in S 3 is quite analogous to that in the more usual sphere S 2. If we 
were treating S 2, in formula (2.1) we would replace (n + 1) sin ((n + 1)O)/sin (0), 
which is a polynomial in cos (O), with the nth Legendre polynomial in cos (O), 
and we would replace 2~ -2, the "surface area" of S 3, with 47r, the surface area 
of S 2. 

We first want to show that the domain of - N * ,  denoted by D(-U]*), the set of 
all functions ~O(w) in L2(S 3) such that -[B*~0 is also in L2($3), is contained in 
L~176 the set of all functions on S 3 whch are uniformly bounded almost 
everywhere. To prove that D(-E3*) c L~(S3), it suffices to show that ( - [ ] * +  1) -1 
is a bounded operator from L2(S 3) to L~176 It will be most helpful to have a 
simple representation of (-Eli*+ 1) -1 as an integral operator. In order to derive 
such a representation, we first observe that since the eigenvalues of -[~* are 
n ( n + 2) [ n = 0, 1, 2 , . . . ] ,  the eigenvalues of (-[Z * + 1 ) are (n ( n + 2) + 1 ) = ( n + 1 )2. 
Hence the eigenvalues of ( - N *  + 1) -1 are (n + 1) -2. Thus we can write the integral 
kernel of ( - N * +  1) -1 as 

1 s sin ((n + 1)O) 
[ ( - [~*+1) -1 ] (0 )= ,=o  ~ (n+l ) -2P"( |  2~r2 sin (O) ,=o ( n + l )  

1 7 r - O  ~ ' - 0  
(2.3) 

2~ "2sin(O) 2 - 2 " ( 2 7 r  2) sin(19) 

where [19], Eq. 14.2.6 was used to evaluate the sum. To show that ( - N * +  1) -1 
is a bounded operator from L2(S 3) to L~176 we note that 

+ 1)-lgrlloo = sup~ I [ ( -~*  + 1)-l~O](oJ)l 

= sug dw' . (2.4) 
o~s 3 2" (27r 2) sin (| w')) 

We apply the Schwarz inequality to the integral in (2.4): 

I s  d~ �9 ~r-  O(oJ, oJ') [ 
(2~r 2) sin (O(~o, w')) ~o(~~ 

<[fsdO;( ~--O(~o, o;) )2 fs dOS14,(o;)12] '/2 (2.5) 
- ~ 2" (2~r 2) sin (O(ro, w')) 

Because of rotational symmetry the integral on the right side of (2.5) has no 
dependence on w; in fact, its numerical value is ~. Thus inserting (2.5) into (2.4) 
yields 

II(-~* + 1)-'4,11o -< (12)-'/2114'11= (2.6) 

which is to say that ( -E l*+  1) -1 is a bounded operator from L2(S 3) to L~176 
As was stated above, this means that D(-E3*) c L~176 
In fact, any function ~O in D(-VI*) is uniformly HSlder continuous with exponent 
�89 In particular, for any q~ in D(-E3*) and for all pairs of points w and w' in S3, 

I q,(,o) - q,(oS)l- (4~-)-'/211 (-El* + 1)q, t1= 01/~(,o, ,09. (2.7) 
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This can be proved by observing that since 

~, = ( - [ ] * +  1)- '9, (2.8) 

where ~ = (-IS]*+ 1)ff is in L2(S 3) if ~ is in D ( - D * ) ,  it follows that 

10(w)-  0(to')l = f_3 dw"{[(-gq*+ 1)-1](O(o9, o~")) 

-- [(--[~]* + 1)-1](19(o9 ', og"))}~b (o9") l 
i 

I 

1/2 
- [ ( - D * + l ) - l ] ( e ( , o  ',o, '))} = 11~112 (2.9) 

by the Schwarz inequality. Now 

Is  3 do/ '{[(-D* § 1)-l](| aJ")) - [ ( - [ ]*  + 1)-1](O(~o ', r  2 

= fs  ~ do/ '{[(-N* + 1)-l](O(oJ, ~o"))}2+ fs '  &o"{[(-[Z* + 1) '](| (-On))} 2 

--2 f d w " [ ( - D * +  1)-'](19(09, ~o"))[(-D*+ 1)-1](19(09 ", 09')). (2.10) 
d S 3 

The first two integrals are precisely 1 each, while by the convolution property 
the second is just - 2 [ ( - D *  + 1) 2]((9(o), ~o')). The latter quantity can be evaluated 
in closed form by [19], Eq. (14.2.10) 

o0 
[(_[-],§ = ~, (n+l)_4p.(19) 1 ~ s in((n+l)19))  

,=0 2r sin (19) ,=o ( n + l )  3 

1 1~ 1 19 (1_3 |  
- 2rr2 sin (O) (2rr2- 3 rr19 + 192) = 1--2 sin (19) \ 2rr 2r (2.11) 

Thus (2.10) equals 

1 si~(1.. ,  319+192~ '~  I f  19 [ 319 0 2 \  
2{12 12 27r 2 r r 2 , / J : g ~ a - s i - - - ~ l - ~ + 2 - - ~ 2 ) }  

1(1 19(Tr - 19),  19=(7r - 19)' I 
6 1r sin 19 2~ "2 sin 19 ] 

~ (  7r-  19 + 2%) 1319 19 -< 1 - ( 2 . 1 2 )  
7r 6 2~" 47r 

where we have used the estimates (-19/sin 19) -< -1  and 19(~- - 19) -< rr sin 19, the 
latter of which is easily proved by differentiating to obtain 

7r cos 19-> ~--  219 (2.13) 
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which is true for 0 -< 19 -< 7r/2 since ~r cos 19 is a concave function on this interval. 
By the symmetry of ,r sin 19 - 19(7r - 19) the same inequality holds for 7r/2 -< | < 7r. 
Combining (2.12) and (2.9) yields (2.7), as desired. 

Let us examine Eq. (1.16) again. The operator on its left side is [ - D * -  ( j /2)  • 
( j / 2 + 2 ) ] .  I f j  is odd, its inverse exists and is a bounded operator from L2(S 3) 
to L2($3). However, i f j  is even, then [j/2(j/2+2)] is in the point spectrum of 
- [~* and [-Q*-( j /2)( j+2)]  has no inverse. However, if we first project out 
the eigenspace of - I~* with eigenvalue j /2( j /2 + 2), then the generalised inverse 

�9 j j -1 
[ - [ 3  - ~ ( ~ + 2 ) ]  (1-Pj /2)  (2.14) 

does exist and is a bounded operator from L2(S 3) t o  L 2 ( $ 3 ) .  We shall need to 
obtain in closed form a representation of the square of the operator (2.14) as an 
integral kernel. It is convenient to treat the cases j odd and j even separately. 

First let us d o j  odd. Le t j  = 2 J +  1, where J is a natural number. Then (j/2)(j/2+ 
2) = (J+�89 and the eigenvalues of [ - I N * - ( j + � 8 9  a r e  ( n ( n + 2 ) -  
( j + � 8 9  ( ( n + l ) 2 _ ( j + 3 ) 2 ) - 2 ,  so we can write the kernel of [ - D * -  

a s  

[ - D * - ( J + � 8 9  2 ( 0 ) =  ~ ((n+l)S-(J+~)2)-2p.(o) 
r t=O 

= ~ ((n+l)2_(j+~)2)_2(n+l)sin ( ( n + l ) |  
n =o 2'/7 '2 sin (19) 

(2.15) 

We can use [19], Eq. (14.3.17) to evaluate this summation, which turns out to be 

1 7r { s i n ( ( j + 3 ) O )  } 1 
2~ 2 sin (0 )  4 ( J +  3) n sin ((J+a)~r) O cos ( ( ~ . _ |  sin ((J+a)1r)" 

(2.16) 

We now expand the cosine and use the facts that cos ((J+3)~r) = 0 and sin ( ( J +  
3)Ir) = ( - 1 )  J+l to obtain the simplified expression 

7r z r - |  sin((J+~-)|  (2.17) 
27r 2 2 J + 3  sin (| 

which is the kernel of the operator [ - [ Z * - ( J  + �89 +I)]  -2. 

Now let us do the case of j even, which is rather more complicated. Let j = 2J, 
where J is a natural number. Then j /2( j /2+2)=J(J+2),  and the eigenvalues 
of  [-E]*-J(J+Z)]-2(1-Pj) are (n (n+Z)-J (J+Z)) -2=((n+l )2- ( j+l )  2) 2, 
where n runs through all natural numbers except J;  for n = J, the factor of (1 - Pj) 
adds the eigenvalue 0. Thus we can write the kernel of [ - [ ~ * - J ( J + 2 ) ]  2(1 - P j )  
a s  

[ ( - Q *  - J(J + 2))-2(1 - pj)]  (| 
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= ~ ( ( n + l ) 2 - ( y + l )  2) 2pn(o ) 
n = O  
n # J  

=l im ~ ((n+l)i-(y+l+e)2)-2P,,(O) 
e-->O n - O  

n # J  

=lim{ ~ ,,=o 

_ 1 l i m l  ~ ( n + l ) s i n ( ( n + l ) @ )  ( 1 + k s i n ( ( J + l ) O )  
2~r 2 sin (| ~ o  / .=o ((n + l) 2 - ( J + l + e ) 2 )  2 ( ( J + l )  2 - ( J + l + e ) 2 ) 2 j  

1 l i m f  rr [ sin ((Y+ 1 + e)| 
- 2rr 2 sin (| ~ o  ] 4(J  +--i + e) [rrsin ( ( J +  1 + e)rr) 

] 1 
- |  cos ( ( 1 r - |  1 + e)) sin ( ( J +  1 + e)rr) 

(Y+ l )  sin ((J + 1)| (2.18) 
( 2 e ( J +  1) + e2) 2 J 

where [19], Eq. 14.3.17 was used to evaluate the summation. We expand the 
cosine in (2.18) and use the facts that sin ( ( Y + l +  e)r r )=  ( -1 )  J+l sin (err) and 
cos ((Y+ 1 + e)rr) = ( -1 )  j+l cos (err) to simplify (2.18) to 

1 l im{ rr [ sin ( ( J +  l + 
2rr2 sin (O) ~-+o 4 ( J + l  + e )  sin2 (err) 

o(cos (err) -\~cos((J+l+e)@)+sin((J+l+e)@))] 
( J +  1) sin ( ( J +  1)O)'[ 

(57d(2; 1777  j (2.19/ 
It will be observed that the terms inside the limit have singularities which are 
O(e-2), O(e 1), and O(e~ We shall now expand each term in (2.19), up to O(e~ 

To begin, let us examine the first term, 

rr 2 sin ( ( J +  1 + e)| 
4(Y+ 1 + e) sin 2 (err)" (2.20) 

Since sin -2 (err) = (Err)--ant-l-[- O(E2)~ 

rr 2 sin ( ( J +  1 + e)O) 

4 ( J +  1 + e) sin 2 (err) 

rr 2 1 r r 2 E  1 
4(J--~l) 82"//-2 4(J-}-1) 2 E2rr 2 

rr2 1 ] 
- ~ 4 ( J ~ l ) ~ + O ( e )  s i n ( ( J + l + e ) O )  

I-e_ 2 1 1 1 1 
k 4(J+l )  e 4(J+1)~+ 4(J+1)3 

rr2 ] 
q 12(J+l~----~+O(e) sin ( ( J +  l + e)| 

7"/'2 g 2 1 
- -  + - -  

4 ( J +  1) 3 82"B -2 

(2.21) 
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We now use the fact that sin ((J+ 1 + e)| = sin ((J+ 1)O) cos (eO) + cos ((J+ 
1)O) sin (eO) and the expansion cos (eO) = 1 - (eO)2/2+O(e 4) to see that (2.21) 
equals 

e_2 1 1 1 rr 2 ] 
4 ( J+ l )  e-14(J+l)~4 4 ( J+ l )  ~ ~ 12(J+l)  -+O(e) s in( (J+l ) |  

- [ 8 ( J ~  1) q-O(e)] sin ((J+ 1)O) 

+ [  e-14(J+ 1)O 4(J+ 1) 2 |  +-O(e)] cos ((J+ 1)O). (2.22) 

Now let us look at the last term in (2.19), 
( J + l )  sin ( (J+ 1)| 

(2e(J+ 1) + ez) = (2.23) 

We quickly recognise that 

(2e(J + l )+e2)2-g( j  + l)e2 1-42(j-+ 

1 [ 2e 3e 2 ] 
4(J+l)e2  1 2(J+l~ 4 4 0 7 i ) ~  ~-o(e ~) 

= e- 2 1 -1 1 3 q- O(e) (2.24) 
4(J+l------) e 4(J+1) 2 }16(J+1)3 

so we see that (2.23) equals 

_ [ 8 _  2 1 -1 1 3 +O(e)]  sin ((J+ 1)| (2.25) 
4 ( J+ l )  I-e 4 ( J+ l )  ~ ~16(J+1)3 

It is immediately obvious that the O(e 2) and the O(e -1) terms in (2.25) will 
cancel the corresponding terms in (2.22), so the sum of (2.22) and (2.25) is readily 
seen to be 

16(J-+l) 3~ 12(J+l)  8 ( J+ l )  4-O(e) s in( (J+l ) |  

+[e_, o o ] 
4( J+ l )  4 ( J+ l )  2~-O(e) cos( (J+l )O)  (2.26) 

whose singularity if O(e-1). This singularity is cancelled by the second term in 
(2.19), which also is O(e-a): 

f r o  cos (err) 
cos ((J+ 1 + e)O). (2.27) 

4(J+ 1 + e) sin (err) 

Since cos ( (J+ 1 + e)O) = cos ((J+ 1)| cos (e@) -s in  ((J+ 1)@) sin (e| one 
sees that (2.27) equals 

rrO cos (err) cos (eO) rrO cos (err) sin (e| 
cos ((J+ 1)0) + sin ((J+ 1)| 

4(J+ 1 + e) sin (err) 4(J+ 1 + e) sin (err) 
(2.28) 
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The second term in (2.28) is just 

O 2 
- - s i n  ( ( J +  1)O) + O(e) (2.29) 
4 ( J + l )  

and the first term in (2.28) is 

__[E__ 1 0 ~) + O ( e ) ]  cos ( ( J +  1)O) (2.30) 
4 ( J +  1) 4 ( J +  1) 2 

It is evident that (2.30) will cancel the term in (2.26) containing the cosine, so 
the sum of (2.26), (2.29) and (2.30) is 

[116(J+ 1) 3 7r 2 (~2 ] t - 1 2 ( J + l ) + ~ + O ( e )  sin ( ( J + l ) |  (2.31) 

Finally, we need to include the third term in (2.19), which is 

It| sin ( ( J +  1 + e)|  7tO sin ( ( J +  1)| 
- ~-O(e). (2.32) 

4 ( J + l + e )  4 ( J +  1) 

The sum of (2.31) and (2.32) is 

[ 1 ~r 2 0 2 7r~} ] 
16(J-+l)  3 f ~ + 8 ( J + 1 )  4 ( J + l ~  +O(e)  s i n ( ( J + l ) O ) .  (2.33) 

When we take the limit as e ~ 0 and then divide by (2,r 2 sin (| the factor in 
front of the limit in (2.19), we obtain the kernel of  the operator 

[ ( - D *  - S(S + 2))-2(1 - e , ) ] (O)  

1 sin ( ( J +  1)O) ['Tr 2 02 1 "] 
- 4"27r 2 (-J + D  s i ~  L T + T  - rr| q- 4 ( J ~  j .  (2.34) 

The integrals kernels of Pj, [-F]*-(J+I)(j+5)] -2, and [ - 7 q * -  
J ( J + 2 ] - 2 (  1 - P a ) ,  which are given by formulae (2.1), (2.17), and (2.34), respec- 
tively, will play an important role throughout this paper. 

3. Upper bounds to norms of integral operators 

In this section we shall obtain upper bounds on the norms of various operators 
which will occur in our proof  that the norms of Fock's qS, k's fall off factorially 
fast. We shall need to find estimates on the norms of operators considered as 
maps from L2(S s) to L2($3), in which case the norm of the operator will be 
denoted by II [12,2, and also for operators considered as maps from L2(S 3) to 
L~(S3), in which case the norm of the operator will be denoted by II [[2,~. 

To begin, we want to estimate HPjI[2,~. From (2.1), 

I 
m 

6o~S 3 coGS 3 

J + l  sup3 f dw, sin((J+l)| ' 
= 2~ "2 ~ s  Js~ sin (| w') ;  ))O(~~ �9 (3.1) 
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Using the Schwarz inequality on the integral in (3.1) yields 

J + l f  Is ~ '[sin((J+l)O(to't~ 
IIP'~'ll~-<~-~-/sup~~ ~ s  ~"toL j j I1~,11~. (3.2) 

The integral in (3.2) does not depend on to; in fact, its value is also independent 
of J and is precisely 2~ "2, the volume of S 3. Substituting this value into (3.2) 
yields the estimate 

II Pj~b II | -< ( J  + 1)(2~ -2 )-1/2 II ~, I1= (3.3) 

which is to say that 

IIPj ll2,~ <- ( J +  1)(2yr2) -1/2. (3.4) 

The factor of ( J +  1) on the right side of (3.4) should not be surprising. It is a 
reflection of the fact that in L2(S 3) the normalised hyperspherical harmonics of 
order J have maxima which go like ( J +  1). If we were considering the usual 
2-dimensional sphere S 2, we would have 

II P, II 2.o ~ (2/+ 1)1/2(47r)-1/2 (3.5) 

although it is of course true that 1[ P~[[2,2 = 1. This example helps to illustrate the 
importance of remembering that the norm of an operator depends on the image 
space. 

Later in this paper we shall apply the operator Pj to Eq. (1.16). It will then be 
necessary to have an estimate of the norm of the operator PjU, considered as a 
map from L2(S 3) to L2($3), where U is the "hyperspherical potential energy" 
operator defined by (1.5). The qualitative property of U(a, 0) which will play 
an important role in the rest of this paper is that U is in LP(S 3) for all 1 -<p <3.  
(This is quite analogous to the fact that in ~3 the short-range spike of the Coulomb 
potential r -1 is locally in LP(~ 3) for all 1 --< p < 3.) U is an unbounded operator 
tYom its domain D(U)  c L2(S 3) to L2($3), however, Pj is an operator of finite 
rank from L2(S 3) to L2($3), so it is reasonable to expect that the smoothing action 
of Pj will control the singular nature of U. To estimate HPjU]]2,2, we observe that 
since Pj is a projection, 

II P,U~,ll ~ = ( PjUtp, PjUtp ) = ( U~, PjUO ) 

=Is3 dwfs ~ dm'O*(to)U(m)Pj(O(w, to'))U(to')O(w'). (3.6) 

We first apply the Schwarz inequality to the integration over to: 

IIP,U,Z, ll~ <- { fs dtol~,(to)l 2 

• fs3dto[U(to) fs3dto'Pj(O(to, to'))U(to')t,b(to')]2} 1/2 (3.7) 
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and then to the integration over w' in (3.7) 

fle, <- { fs a<C,(w)? fs 
1 a/2 

which is to say that 

IIPjUII2,2<-- { fs3 do) fs3 do)'U2(o))P'( O(o), ~'))U2(o)')} l/4. (3.9) 

To estimate the right side of (3.9), we apply HSlder's inequality to the o) integration 
with p = 4 and q = 4. This is permissible since (U2) p = (U2) 4/3 = ] UI8/3 and 1 <- 8 < 3. 
Doing so yields 

fs do) fs3 doYU2(oJ)P~(O(o), o)'))U2(o) ') 

and we then apply H61der's inequality with p = 4/3, q = 4 to the o)' integration 
on the right side of (3.10): 

I s' do)' P2 ( O( w' o)') ) U2(o)') 

Taking the fourth power of (3.11) and inserting the result into (3.10) yields 

fs do) f~s~3 do)'U2(o))e~,(O(o,, o,'))U2(o)') 

I f  13/4F r 13/4 

x do) , 8 do) P/O(w, o)')) 
3 3 
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Inserting (3.12) into (3.9) gives us 

IlPjUIl=,2~ ll UIIs/3[ Is~ dto ls dto'P~( O(to, to') ) ] '/'6 

= llUlls/3((J + l)/27r=),/=[fs dto fs  - , sinS ((J + l)O(to, to'))]'/16 

(3.13) 

where we have used (2.1) for the explicit form of  Pj(O). By rotational symmetry, 
the integral in (3.13) over to does not depend on to', and a somewhat tedious 
computation in the Appendix shows that the value of the integral is 

2 2 
2rr2 rr [ ( j+ l )S+( j+ l )3+( j+ l ) ] .  (3.14) 

3 

(The reader who is so inclined can check this formula in the case J = 0 by 
inspection and in the case J = 1 using the relation sin (20) /s in  (O) = 2 cos (O).) 
Using (3.14) in (3.13) yields 

./r2)_3/8 [ . (J  -}- 1)13.3!_ ( j  + 1)1o .4_ ( j  + 1)7"] 1/16 
II P,  UIl=,= _< II U[[8/3( 2 L 3 -J (3.15) 

For large J this upper bound to IlPjUll2,2 goes like j13/16. Later in this paper we 
shall divide PjU by ( J + l ) ,  so ]I(J+I)-IPJUII2,2 will behave for large J like 
j13/16-1  = j -3 /16 .  This is one of the sources of  the exponent _ 3  which appears 
in (1.14). 

We shall also need to estimate [I[-E3*-(/+1)(J+~)YllI2,2 and II[-[]*- 
J(J + 2)]-~(1 - Pj)H2,2. It is easy to find these norms since we know the eigenvalues 
of the operators. Since the eigenvalues of [ - [ 3 " - ( j + 1 ) ( j + 5 ) ] - 1  are (n(n + 2 ) -  
(J+1)(j+25-))-1= ( ( n + l ) 2 - ( J + ~ ) 2 )  -1, the eigenvalue with the largest absolute 
value corresponds to n = J an is equal to ( ( J +  1 )2 - ( j+3 )2 )  -1= _ ( j+ �8 8  so 

lIE-D* - (J  + ~)(J + ~)3 -'11 = = (J  + ~)% (3.16) 

Similarly, since the eigenvalues of [ - [~*-J (J+2)] - l (1 -Pr )  are ( n ( n + 2 ) -  
J ( J + 2 ) )  -1= ( ( n + l ) 2 - ( J + 1 ) 2 )  -1 for n # J  together with 0 for n =J ,  the eigen- 
value with the largest absolute value corresponds to n = J - 1  and is equal to 
( j 2 _  ( j +  1)2)-x = - ( 2 J +  1) -~, so for J-> 1 

II (-[z* - J(J + 2)]-1( 1 - P,)112.2 = (2 J+  1) -1. (3.17) 

We shall never need to know I1-[]*-~(1 -Po)112.2, but for completeness its value 
is ~ and it certainly obeys (3.17) if the equality is replaced with an inequality. 
The two Eqs. (3.16) and (3.17) are essentially due to the fact that since the 
eigenvalues of - D *  increase like n 2, the gaps between nearest eigenvalues increase 
like n. 

Additionally, we shall have to find upper bounds to Ilr-D*-(J+l)(J+~)]-~l]z oo 
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and II[-[]*-J(J+2)]-l(1-  PJ)lh,o~. To estimate the former, we observe that 

<_ sup do~'hj+l/=(19(,o,2 ,o')) II~llz 
t o e s  3 S 3 

(3.18) 

where we have used the Schwarz inequality in the last step and hj+~/2(19), the 
kernel of [ _ [ ] ,  ( j+ �89  is given by (2.17) 

rr ~'-19 sin ((J+-32)19) 
hj+1/2(19) =27r2 2 J + 3  sin (19) 

Since sin ( (J  +~)19)= sin ( ( J +  1)19) cos (19/2) + sin (19/2) cos ( ( J +  1)19), 

I(~r- 19) sin ((J+~)19) I 

-<1~- - 19[ Isin ( (J  + 1)19)1 + I(~- - 19) sin (19/2)11cos ((J  + 1)19)1 

<- rrlsin ( ( J +  1)19)1 + 1(Tr - 19) sin (19/2)1 ]cos ( ( J +  1)19)1 (3.19) 

since 0-< 19 _< ~-. Furthermore, since for 0-< 19 -< ~r 

7r-19 <- 7r cos (19/2) (3.20) 

which is most easily proved by noting that the two functions coincide at 19 = 0 
and 19 = 7r and that 7r cos (19/2) is a concave function for 0-<19-  < m in (3.19) we 
can replace (~- - 19) with ~- cos (19/2), observe that sin (19/2) cos (19/2) = �89 sin (19), 
and obtain 

1(~" - 19) sin ((J+3)19)t-< 7r[sin ( ( J +  1)19)1 +2]s in  (19)11cos ((J  + 1)19)1. (3.21) 

Then since (2J+3)- l_< �89  1) -1, using (3.21) in (3.19) yields 

1 7r 1 I \ 
lhj+l/z(19 )l <<- 

27r 2 2 J +  1 \ sin (19) 

1 ~r 1 ([sin ((J+l)19)l  t_�89 

<- 27r2 -2 J + l \  sin (19) - 
(3.22) 

Using this estimate in (3.18) together with Minkowski's inequality yields 

II E -D*  - (J  + �89 + ~)]-' ll2,~o 

-< su e / 27r 2 J+lt_,o~s \ 3 s  ~ 2\.]s~ 
(3.23) 

The first integral in (3.23) is independent of  w and is just the volume of S 3, 2rr 2, 
which of course is also the value of the second integral. Thus 

(J  + �89 +-~)]-1112,0o <- (2 ~.2)-1/2~_ 3 ( j  + 1)-1. (3.24) II[-D 
Z Z 
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To derive an upper bound to H [ - D * - J ( J + 2 ) ] - ' ( 1 -  PJ)[[2,o~, we note that 

J][-V?*-J(J+2)]-'(1-Pj)4,lloo=sup31f dw'h,(O(to, m'))tp(to')[ 
toeS S 3 

_< sug d~o'h~(O(to, ~')) 11~112 (3.25) 
o, eS S 3 

where the Schwarz inequality was used in the last step and hi(| is the kernel 
of [ - D * - J ( J + 2 ) ] - l ( 1  - P j )  given by gq. (2.37): 

1 sin ( (J+ 1)@)[~-2+O2_ O~r_~ 1 ] 
h j(| = 4"2zr 2 ( J+  1) sin (O) [. 3 2 4 ( j+  1) ~ . .  (3.26) 

The factor in square brackets in (3.26) attains its maximum absolute value when 
@-~0, so 

Isin ( (J+ 1)@)[ ~r 2 , 1 
IhJ(O)l <-4.~7r2 ( j +  1) sin (19) [-3--t 4 ( j +  1)2] 

1 [sin ((J + 1)0)[ (~-2+ 1~ 
-<4.2~ "2 ( J + l )  sin (0) \--3- 4]" (3.27) 

Using this upper bound in (3.25) yields 

II[-[]* - J(J + 2)]-~(1 - PJ)ll =,~ 

(I < 1 (rr2+l'~ 1 s ~  ,sin ((J 1){~(to, to))~ 1/2 
- 4 . - 7 ~ 2 \ T  ~])--~sup.~s, a w  s-~n2~w, 7)~ ] (3.28) 

As with (3.23), the integral in (3.28) is independent of to and its value is just the 
volume of S 3, which is 2~r z, so 

W- 2 [[[_[-]*_](j+2)]-l(l_pj)[[2,oo<~(27r2)-l/2(T+1)(j+ 1)-1. (3.29) 

We also require estimates of [][-VI*-(J+I)(J+~)]-*U[[2,2 and [[[-[S]*- 
J(J + 2)]-1( 1 - Pj ) U [[ 2,2. To obtain an upper bound on the former, we observe that 

l l [ _ ~ 2 , _ ( j + l , - - 1  ~)(J+~)] crg, II ~ 
= ( [ - - [~*  -- ( J  + l ) ( J  2c5)]-1 UIlt, [ - ~ ] *  - (j..~_ 1)(j.q_ 5)]-1 U~t) 

= ( ug,, [ - D *  - (J +�89 + ~)]-~ uq,) 

= fs3dto Is3dto'tP*(to)V(to)hj+l/2(O(to, w'))V(to')~(to') (3.30) 

where hj+~/2(| is the integral kernel of [ -Vl*- ( j+ �89  given by (2.17). 
Applying the Schwarz inequality twice as in steps (3.6) through (3.8) shows that 

I I [ -~*  - (J +�89 +~)1 -~ s~'ll ~ 

-~ Iloll~ do, ~ dto'U2(to)h2+v2(O(to , to'))U2(to ') (3.31) 
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which implies that 

II[-D* - (J + ~)(J + ~)3-' UIl=.2 

[s I <- a,o ao) 'u2(o))hL, /2(o(o) ,  o)')) u2(o) ' ) |  . (3.32) 
3 S 3 

Using H61der's inequality as in steps (3.10) through (3.13) finally yields 

I I [ - D *  - (J + �89 + ?,-_)1-' ~12,2 [I ],,,6 
-< II uII8/3 do) do)'h~+l/2(e(o), o)')) (3.33) $3 3 

We use the estimate (3.22) for Ih,+,/2(O)1 and Minkowski's inequality to obtain 

< 1 r 1 do)'( 
- 2 ~ 2 J + 1  ~ ~ \ sin (O(., ,  o) ) 

1 ~r 1 { [ I s  fs - ,{ sin((J+l)| 
27", r2 2 J + l  do) ao) . . . .  ----;,- -< , , t s~ , - , (o~o) ,o ) ) )  ) J 

+ l r  r ,,o, S.~ ,,,o,7"'}. 21_Js (3.34) 

As we already stated in (3.14), the first integral in (3.34) is 

2r ~-~ [(J  + 1)s+ ( J +  1)7+ ( J +  1)] (3.35) 

so from (3.34) we obtain 

1 ~- 1 27r2 [ ( j + l ) S + ( j + l ) 3 + ( j + l )  ] +I(27r2)2/8 
-27r2 2 J + l  

= (27T2)-g/42{(�89 + 1)-3+ ( J +  1)-5+ ( J +  1)-7])1/8 +1(J  + 1) -1} 

_< (27r2)-3/42{(J + 1)-3/8 + l ( J +  1) -t} 

2 --3/4"77"3 <~ (2"zr) 22(J+1)-3/8=(2~2)-3/4 ( J + l )  -3/8. (3.36) 

Taking the square root of  (3.36) and inserting the result in (3.33) yields 

�9 U , 277 -2 -3/8(37T)l /2( j+l)-3/16.  (3.37) li[-ISl*-(J+1)(J+-~)]-lull=,~-<[I II /3( ) 2 
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The factor of  ( J +  1) -3/16 in (3.37) is one of the sources of the exponent - 3  in 
(1.14). 

Next we shall derive an upper bound to I 1 [ - [ ~ * - J ( J +  2)]-1(1 -Pj)UI]2,2. As in 
(3.30), 

l IE-D* - 1 (1  + 2)1-1( 1 - P,)  u~o I1{ 

= Is3 do) f s  do)'~b*(o))U(o~)hs(O(o), o)'))U(w')~O(w') (3.38) 

where hs(O) is the integral kernel of [ - [ 7 " - J ( J  + 2)] -2(1-  Pj) given by (2.34). 
Applying the Schwarz inequality and the definition of the norm of an operator 
as in (3.31) and (3.32) yields 

I1[-[]* - 1 ( 1 + 2 ) 1 - ' ( 1  - e~) ui1=,2 

[Is Is <- do) do)' U2(o))h~,(O(o), w')) U2(o) ') (3.39) 
3 3 

and using H61der's inequality yields in analogy with (3.33) 

II[-D* - J ( J  + 2)]- ' (1 - Ps) U112.2 

We use the estimate (3.27) for Ihj(O)l in (3.40) to obtain 

II [-I-1 * - j ( j  + 2)]-1(1 - pj)  o112, 2 

[ 1 / - t r2+ l \  1 "]1/2 

_<,, u ~-L~L~- x)7-~i-J 

[Is Is " 
. ,{sin ( ( 1 +  1 /o ( . , ,  o) ))~ ]'/16 

X dw ao) I - - ~  . . . .  (3.41) 
, \ sin (O(o), o) )) ] J 

As before, the integral over to has no dependence on the value of  o)' and as in 
(3.35) the integral is evaluated in closed form in Appendix 2; its value is 

27r2~--2 [ (J  + 1) 5 + (J  + 1 )3 + (J  + 1 )] (3.42) 

which when inserted in (3.41) yields 

I[[-E]* - J ( J  + 2)]-1(1 - Ps) U112,2 

-< II uII8/3 1 Ir + 1 

2 2 \ 1/16 

~2~r:~-[(J + I) s +(J + 1) 3 +(J+ I)]) x 

---II o11./3�89 -3/8 + 
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X {1[ ( j  --4- 1)-3 § ( ;  § 1)-5 + ( j  + 1)-7]}1/16 

( 2 ) 1 / 2  
1 2 -3/8 ~r 1 ( J +  1) -3/16. (3.43) <-II uII8/3~(2~ ) 7 - + 2  

As before with (3.15) and (3.37), the power - 3  shows up in (1.14). 

Finally, it is proved in [20], pp. 186-687 that if T is a bounded operator then 
IITI] = IIT*II, so if A and B are self-adjoint operators and A B  is bounded, 
[I AB II 2,2 = II (An)* II 2,2 = II B 'A*  [I 2,2 = II BA [I 2,2, so from (3.37) and (3.43) we see that 

I1[-[]* - (1 + ~)(1 +_~)]-1 u112,2 = II u [ - [ ] *  - ( J  + 1)(1 § ~)]-' 112,2 
(3~2/1/2 

<-- II u118/3(2~2) -3/*' 2'  ( J +  1) -3/16 (3.44) 

and 

liE-[]*- J(J+ 2)] -1(  1 - P , )  uIl=,2 

= II U [ - ~ *  - / ( J  + 2)1-1(1 - P,)II2,= 

2 U 1-t2rr2~-3/a{ ~ + 1"~1/2 -<11 a/3~, , \ T  4] (J+1)-3/16" (3.45) 

The estimates (3.4), (3.15), (3.16), (3.17), (3.24), (3.29), (3.44), and (3.45) will 
be crucial in our proofs on the following pages. 

4. Internal consistency of  Fock's  expansion 

We shall now present a proof that the differential recurrence relation (1.16) which 
defines the coefficients ~bj, k of Fock's expansion is internally consistent; i.e., that 
each ~bj, k is in D( - [ ]* )  c L~176 3) c L2($3). Although the ideas behind this proof 
are not novel, the author is not aware of a previously published rigorous proof. 
Macek [15] did not address this issue directly, and the discussions of Fock [3] 
and Ermolaev [4] did not make explicit the integrability condition on U which 
ensures that each ~bi.k is in D(-E]*). 

We first observe that the recurrence relation (1.16) 

J(J+2 l. +1 - - -2 \2  ]jqgj, k=l ( j+2)dPj ,  k+l Y6 qgj, k+2 

1 1 -- ~ V6j_l ,  k § k (4.1) 

is equivalent to the pair of recurrence relations 

J J  Pj/2[-Vq*-~(~+ 2) ]~)j,k=l(j+ 2)Pj/2q~Zk+l + l Pj/2q~j,k+2 

+ 1 1 P~/2[-~ Uq~-l,k + ~Ed)j_2,k] (4.2) 
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and 

J J  (1-  Pj/z)[-(q*-~(~+ 2) ] Oj, k=l( j+ 2)(1- Pj/2)r +~(1-  Pj/2)Oj, k+2 

+(1-Pj/2)[-~Uej_I,k + IEej_2,k] (4.3) 

where Pj/2 is the spectral project ion for -U]* onto the interval [j/2(j/2 + 2 ) -  e, 
j /2(j /2 + 2) + e] for  some e satisfying 0 < e < 1. I f  j = 2J, where J is a natural  
number ,  then Pj/2 = PJ. I f  j = 2 J +  1, where J is a natural  number ,  then Pj/2 -= 0. 
We observe that  in any case 

z \ z  / j  (4.4) 

for  all j, so (4.2) is equivalent  to 
1 jr_ 1 _[_1 O=�88 2)Pj/2r +igPj/2r Pj/2[-~Uqbj-l,k ~Eej-2,k]. (4.5) 

It is now convenient  to decompose  each ~bj, k as 

(~j,k : ('Oj, k -[- Xj ,  k (4.6) 

where 

wj, k = Pj/2r and Xj, k = (1 -- Pj/z)r (4.7) 

Notice that  f o r j  odd wj, k --- 0 and Xj, k -= ej, k. Substituting (4.7) into (4.3) and (4.5) 
yields 

--["q --~ 4-2 (1 -Pj/2)Xj, k=~,(J-'F2),,Yj, k+14-y~Xj, k+2 

+ ( 1  1 +1 - P j / 2 ) [ - ~ U C j - I , k  5Eej-2,k] (4.8) 

and 
1 ..~ 1 1 0 = {(j  + 2)O)zk+ , + lgWj, k+2 Pj/2[-5 Uej_ t,k + ~EqSj-2,k]. (4.9) 

These equat ions are solved in the following order:  forfixedj, one starts with the 
maximum value of  k, which equals [ j / 2 ] ,  and continues progressively in descend- 
ing order  until k = 0, and then j is increased by 1 and one starts over  with the 
max imum value of  k. A schematic chart of  the order  of  progression is presented 
in Fig. 1. 
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We shall use induct ion to show that  each th~,k is in D ( - [ 3 * )  c L*~ We shall 
make  use of  the fact that  U is in L2($3). To begin,  for  j = 0 we have k = 0, so 
Xo,o = 0 and  ~o0,o is an arbi t rary  constant.  Wi thout  loss of  general i ty we set Wo,o = 1, 
which evident ly  is in D ( - [ ] * )  c L~176 We now assume that  qSS, k is in D ( - [ 3 * )  c 
L~176 2) ~ L2(S 3) for  all pairs (j, k) up to but  not  including some critical ( J ,  K ) ,  
where  the pairs (j, k) are ordered  as in Fig. 1. (Not ice  that  the s ta tement  
q~,k ~ D ( - F q * )  is equivalent  to the s ta tement  that  bo th  %,k and Xj, k are in D ( - [ N * )  
since bo th  Ps/2(-[B*) = (-[S]*)Ps/2 and (1 - Ps /2 ) ( -D*)  = ( - D * ) ( 1  - Ps/2) are rela- 
tively b o u n d e d  by  - [~* . )  We must  demons t ra te  that  ~b#,K is in D ( - [ ~ * ) .  

There  are two possibilit ies: either J = 2 J +  1 or ~ = 2J  for some natural  number  
J. Let us check the fo rmer  case first. With j = o~ = 2J  + 1 and k = K, we have 
co#,K = 0 and  Eq. (4.8) becomes  

[ _ [ ~ * _ ( j  + � 8 9  + 5)]X2J+I, K = l ( 2 J  + 3)X2J+1,K+ 1 _~_ 1~,)(2J+l,K+21 

1U~)2j, K 1 nt-~Ec~2J_l,K . (4.10) 

By hypothes is  the three vectors  X2s+~,~+~, X2s+I,K+2, and q52s_~,K are in D ( - E ] * )  c 
L~(S 3) c L2($3), and since U c  L2(S 3) and by  hypothesis  ~b2s, K ~ D ( - [ ] * )  c 

L~176 we see that  Urk2s, K is in L2($3). Thus  each te rm on the right side of  
(4.10) is in L2($3) ,  and the opera to r  [ - D * - ( J + � 8 9  on the left side has an 
inverse def ined on all o f  L2(S 3) whose n o r m  is b o u n d e d  by ( j + ~ ) - l ,  so we can 
app ly  [ - V q * - ( J + � 8 9  to bo th  sides of  (4.10) to obta in  

X2J+I,K = I - - E ] *  -- ( J q - � 8 9 1 8 8  3)X2J+I ,K+I  -~ TgX2J+I,K +2 

1 1 
--~U~D2J, K + ~Eq52s- , ,K} (4.11) 

and we see that  the right side of  (4.11) defines a vector  X2s+I,K = q52s+1,K in 
D ( - [ 1 * )  which  satisfies equat ion (4.10) 

As usual,  the case J = 2 J  is more  compl ica ted.  Equa t ion  (4.8) with j = J = 2 J  
and k = K becomes  

[ - ~ *  - J ( J + 2 ) ] ( 1  - PJ)X2s, K = l ( j +  1 I))(2J, K + 1 -~- 16X2J, K +2 

+(1 - Ps) ( -~U~#2a-1 ,K +lE~b2s-2,K ) (4.12) 

and  Eq. (4.9) with j = 2J, k = K - 1 (assuming K -> 1) becomes  

�89 1)~o2s, K - 1 - -l~OJ2s, K+, - e s (  - 1  U~92J-1,K-I q-�89 (4.13) 

Let us t reat  Eq. (4.13) first. By hypothesis ,  t~2LK+ICD(--E]*), q~2.I_2,K_1C 
D ( - D * )  c L2($3), and Cb2S-l,K-i e D ( - [ B * )  c L~176 Since U is in L2(S 3) and 
(/~2J 1,K-1 is in Lm(S3), U(~2J-I ,K_ 1 is in L 2 ( $ 3 ) .  Thus 1 ( -- ~ Udt~2J-1,K - I "~ 
�89 is in L2($3). When  Ps is appl ied  to this vector,  the result  is a f i n i t e  
l inear combina t ion  of  hyperspher ica l  ha rmonics  which are e igenfunct ions of  - [ ] *  
with e igenvalue J ( J + 2 ) ,  so Ps(- �89  K a+�89 is in D ( - V l * ) .  As 
we have a l ready stated, by hypothesis  r is in D ( - [ ] * ) ,  so the right side of  
(4.13) is in D ( - 7 7 " ) ,  so oJ2s, K is in D ( - [ ~ * ) .  This conclus ion holds for  K >-1; 
if K = 0, then  ~o2s,0 is a finite l inear combina t ion  with u n d e t e r m i n e d  coefficients 
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of hyperspherical harmonics of order J. These coefficients can be determined 
only by imposing the boundary condition for R -- oo, that Sz (R, a, @) be in L2(1~6). 
To treat X2J, K, we examine the right side of Eq. (4.12) and note that by 
hypothesis X2J, K+I E D(-E]* )  c L2 ($3 ) ,  ,)(2J, K+2 E D(-[N*) c L 2 ( $ 3 ) ,  ~b2s 2,K E 

D(-D*)cL2(S3), and fb2;_~,KcD(-D*)cL~176 Since U is in L2($3), 
Ud92s_~,K is in L2($3), so the right side of  (4.12) is in L2($3). Since the right side 
of  (4.12) is orthogonal to the kernel of [ - [ S ] * - J ( J + 2 ) ]  and [ - [ ] * -  
J ( J + 2 ) ] - l ( 1 -  Pj) is a bounded operator from L2(S 3) to L2($3), we see that the 
equation 

X2s, K = [ - V I * - J ( J + 2 ) ] - 1 ( 1  - n,){�89 1)X2J, K+, ' 27 ~X2J, K + 2 

+ (-�89 UqSzj-l.~: + �89 )} (4.14) 

defines a function Xw, K in D(-IN*) which satisfies Eq. (4.12). 

Thus since both w2zK and X2J, K are in D(-[S]*), so is ~b~,K = 4~2s, K = w2j,,: +X2ZK. 
This completes our proof  by induction of the internal consistency of Fock's 
expansion. 

Now that we have proved that ~bj,~ and hence Oj, k are in the Banach space L~176 
we can make rigorous the definition of the sum (1.11), which up to now was only 
a formal expression. In Sects. 6 and 7 we shall prove that the 1] Oj, k [[oo fall off fast 
enough to ensure that the series (1.11) converges for all s and t, so (1.11) can 
be viewed as a vector-valued analytic function of the two complex variables s 
and t, defined from C x C, the set of all pairs of  complex numbers, to L~176 2a 

5. The basic idea of the proof of convergence 

In this section we shall illustrate the method of  our proof  of the convergence of 
Fock's expansion by studying a simpler model problem. We emphasise that this 
simplified version probably has no physically interesting interpretation; it serves 
only to illustrate how the estimates in Sect. 3 will be applied later in this article. 

In Eq. (1.16) with k =  0 

J J  1 [-I-]*--~(-~+ 2) ]dgj,o=~(j + 2)q~j,l +~j,2 
1 1 - ~ U~bj_l,o + ~EqSj_2,o (5.1) 

the first two terms on the right side have the primary effect of  making the right 
side orthogonal to all solutions of the inhomogeneous equation. We can mock 
up this aspect of their effect by dropping them and applying the projection 

1 1 (1 - P~/2) to (-~U~bs_~,o+~E~bs_2.0), which yields 

J J  1 +1 [-E]*-'~('~+ 2) ]qbj, o=(1- Pj/2)(-~U(gj-,,o ~Eqbj-2,o). (5.2) 

Since the operator U is unbounded from its domain D ( U )  t o  L 2 ( S  3) while the 
operator E times the identity is a well-behaved bounded operator, we can expect 



Fock's expansion for helium eigenfunctions 205 

that the dominant term on the right side of Eq. (5.2) will be the one involving 
U~bi_l,o. As an approximation to Eq. (5.2), we study the equation 

1 (5.3) 
2 \2  / J  

Since [-[~*-(j/2)(j/2+2)]-~(1-Pj/2) is a bounded operator from L2(S 3) to 
L2($3), we see that one solution of (5.3) is given by 

1 rT* j j +  -1 qSj ,0=-~[ -  - ~ ( ~  2 ) ]  (1-Pj /2)  UgSj_I, o (5.4) 

and again for simplicity we shall not worry about the indeterminacy of the solution 
of Eq. (5.3) i f j  is even. We can now iterate Eq. (5.4) to obtain 

We now take the 2-norm of both sides of Eq. (5.4), obtaining 

= , i i -1 
"q5,,0"2=(�89 f I l ( [ - [ ~  - ~ ( ~ + 2 ) ]  (1-Pi/2) U)doo.oz. (5.6) 

We now make use of two facts [ 18]: For any bounded operator X and any vector 
~, IIx611= -< IIxII2,211~112; and for any two bounded operators X and Y, IIXYll2,~_< 
Ilxll~.dl YII~,2. Applying these inequalities to (5.6) yields 

116MI2<(�89 , i[i \7 -1 ) 
_ ,=, L-= ( 1 - P i / 2 ) U  22 II~b~176 (5.7) 

We can now use (3.44) and (3.45) to estimate the operator norms which appear 
on the right side of (5.7). The basic conclusion to be drawn from these estimates 
is that for some constant A. 

- [ ]  - }  ~ + 2  (1 ~A(i+I) -3/16. (5.8) 
2,2  

Inserting this estimate into (5.7) yields 

J 
II~bj, o]12 -< (�89 1-1 (a(i+ 1) -3/16) = (a/2)J((j+ 1) !)-3/1611~0,0112. (5.9) 

i = 1  

This inequaIity is of  the desired form (I.I7), and it would showtha t  the series 
ao , 

sJqSj, o(C~, 0) (5.10) 
j = O  

converges for all finite s to a function in L2($3). 

Of course, the actual recurrence relation (5.1) is much more complicated than 
the model relation (5.3). However, the intuition one can develop in understanding 
the argument in this section will prove to be very useful in following our treatment 
of the full recurrence relation (5.1) in Sects. 6 and 7. 
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6. Proof  that Fock's  expansion converges in L2(S 3) 

In this section we shall prove that for every finite value of R, Fock's expansion 
oo [j/2] 
~, ~ RJ/2(ln R)k~j,k(O~, O) (6.1) 

j=0 k=0 

converges to a function 0 (R;  a, @) in L2($3). The coefficients Oj, k(a, O) are defined 
by Eq. (1,8). In Sect. I we defined 'renormalised' coefficients Cj, k by Eq. (1.15) 

(~j,k 
~;,k =4kk[ (6.2) 

and we saw that the Cj, k'S were determined by the recurrence relation (1.16) 

[ n, 
- i , - 2 k 2  / J  ~j 'k=~(j+z)r189162 

- �89 VCj-l,k + lEcj-2,k, (6.3) 

Our goal is to derive an estimate of the form (1.17) 

AJ 
II ~)j,k 112 ~ C ( j  !)3/16, (6.4) 

We shall prove this by induction. Since r = 1, evidently it obeys an inequality 
of the form (6.4). We now make the induction hypothesis that an estimate of the 
form (6.4) holds for all j smaller than some J ,  and we shall then prove that (6.4) 
also holds for j = ~ .  As before, there are two possibilities: either ~ = 2 J +  1 or 

= 2J  for some natural number J. Let us do the former case first. 

With j = ~ = 2 J +  1, (6.3) becomes 

[-Fq* - (J +�89 ~- 1(2j + 3)•2J+l,k+l "~- ~6 r 

1 1 
- ~ Ur + ~ Er (6.5) 

Since [ _ ~ . _ ( j + 1 ) ( j + 5 ) ] - i  is a bounded operator from L2(S 3) to itself with 
(t..~_ 5~ -1 norm w ~J , its application to (6.5) yields 

r = ~ ( 2 J + 3 ) [ - O *  - ( J - ~ - l ) ( J - { - 5 ) ] - l l ~ ) 2 J + X , k + l  

+ ~ [ - O * -  (J+�89 5 -1 (J+~)]  4,~J+,,k+2 

+ [_m]* _ ( j  +~)  ( j  + 5 ) ] - 1 ( _  1 1 Ut~2J, k "q- 2 Ef~2J-l,k )" (6.6) 

We recall from Sect. 4 that we solve the equations for the r in order of 
decreasing k, so Eq. (6.6) can be viewed as an inhomogeneous three term recur- 
rence relation for the r where the inhomogeneity is the last term on the 
right side of  (6.6). We need to solve this recurrence relation to obtain each r 
in terms of C;,k'S with j strictly smaller than 2 J +  1. Eq. (6.6) was solved by 
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inspection; the reader can verify that its solution is 

42_,.,.,~ = E E 
n=0 m=0 

x (�88 + 3 ) [ - ~ *  __(j_~�89 
X ((~6) [ - - [ ~ *  - ( J q - � 8 9  n 

x[ -Fq*  ] s -1 1 1 - ( J+~ ) ( J+~) ]  (-sU~zzs-m+~Er~2.~,]j-,~). 

use the inequality We n o w  take the 2-norm of  both sides and 

IlxIl~,211 YII2,2 to obtain 

207 

(6.7) 

IIXYIb,2- < 

[(J-k)/2l J-k-2~ (S  -- k -  m - n) 
li~2J*',kll2 -< Y E 

n=0 m =0 t"/ 

x(14(2J+3)ll[_[3,_(j+�89 ~J-k 2,-,, 2]J 112,2] 

x ( ( ~ ) l l [ - o * -  ' ' - '  " (s+~) (s+=) ]  112,=) 

x (�89 II [ - ~ *  - (s +�89 (s + ~)]- '  u II2,2114,=,,~-m 112 

+ � 8 9  * - ( J  + ~ ) ( J  + { - ) ] - '  II =.2 II ~ 2 , - , . ,  - m Ib)" (6 .8 )  

By Zq. (3.16) 

I1[-~* - ((J  +�89 + ~)]-llb,2 = (J +�88 (6.9) 

by inequality (3.44) [1[-~* _ ( j + � 8 9  uli2,2_< o .dJ+ 1) -3/16, where 

~rll ,~ 2,-3/8(3~r2) 
o , . - - I I - ~ , , s . ~ .  ) ~ , (6.10) 

and by the induction hypothesis 

A TM A2J  

II,%~,~_mlb<-c(f2j!)~/~6 and 116=j_,,j_mlb<_Ci(2j_])!)~/l 6 (6.11) 

and inserting these estimates into (6.8) yields 

11~2s+1'kl12-< ~o ~ o  n \ ~ /  \ 16J~- 26] 

x (�89 1)-3/~6CA2S((2J)!)-3/~6 

+�89 +~)-ICA 2s ~( (2J -  1)!)-3/~6 

[(s k'/']s-k-2~(J--k--m--n)(3~s-k-2"-m( 1 ) ~ 
<- g 2 

,~o m=o n \5/  \ 1 6 J + 2 0  

x CA2S+'((2J+ 1)!)-3/'6(D,/e/A+]EI/AZ ). (6.12) 

We observe that the last term in (6.12) is of the desired form (6.4), so our task 
is to show that the double sum in (6.12) is bounded by a constant independent 
of J and K. To this end, let us reverse the order of the summation on m. Let 
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i = Y - k - 2 n - m ;  then i goes from 0 up to Y - k - 2 n ,  and the double sum in 
(6.12) becomes 

Y, X (6.13) 
n=o ,=o ,1\-5/ \16J-~- 20/ " 

We can obtain an upper bound to (6.13) by extending both summations up to 
co, which yields 

~ ~ (i+n)(~)~( 1 )" ( 3 ~ - " - ' (  1 )"  
,,=oi=o\ n 16J-+20 = ~,,=o l - j ]  \ 1 6 J + 2 0  

5~ .  5 1 =5  1 5 1 -1 1 -1 
= 2  2 o  ? 16./-+20 2 16J+20 - 2 \  <5_ 1_5_2 

5 8 20 
2 7 7 (6.14) 

so inserting this estimate into (6.12) yields 

[102S+l,k ll2--< CA2J+I((2J+ 1)!)-3/16~(D1/2/A-}-IEI/A z) (6.15) 

Obtaining the analogous estimate for J = 2J is a little more involved. With 
j = J = 2J Eq. (6.3) becomes 

[_D,_y(y+2)]fb2S, k 1 1 = $(Y + 1 ) (/)2J, k+ 1 q- T6(/)2J, k+2 
1 1 

- -  2 U ~ 2 J -  l , k  "~- ~ Eq52J- 2,k. (6.16) 

As in Sect. 4, Eqs. (4.6) and (4.7), we decompose (a=S.k as ~b2s, k = W2Zk +Xzs, k, where 

(.02J, k = Pjqb2.C,k and X 2 J ,  k = (1 - Pj)(b2y, k (6.17) 

and we obtain Eqs. (4.8) and (4.9): 

[ - [ ~ * -  J ( J+2 ) ] (1  --P,)X2zk 
=�89 (6.18) 

and 

(.02J, k +  1 = _ ( j . o t _  - 1  1 1) ~tOeZk+2 (J+I)-IPj(-U4~2j-~,k+ECb:s-2,k). (6.19) 

Equation (6.18) can be viewed as an inhomogeneous three-term recurrence 
relation and Eq. (6.19) as an inhomogeneous two-term recurrence relation. Their 
solutions were found by inspection. The reader can check that 

[(J-k-1)/2]J-k-2n-l (J--k--m--n--1) 
x2J, k = E Z 

n = 0  m = 0  /'/ 

X (�89 I ) [ - - D * -  J ( J +  2)]-1(1 -pj))J-k-2n-,n-1 

x ( ( 1 ~ ) [ - E 3 "  - J ( J +  2 ) ] - 1 ( 1  - P j ) ) "  

x [-[--1"- J ( J + 2 ) ] - l ( 1  - Ps)(-1U4=s_l,s_m_, +lEck2s_2,s_,,_,) (6.20) 

and 

?( W2S, k = - ( J +  1) -1 n=o \ 
1 n 

8(J7~ - 1)) PJ(- Ucb2s-l,k+,-i + Eqb2s-2,k+,-1) (6.21) 
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for k -> 1; for  the momen t  we shall assume the convent ion that  w2J, o = 0 for J -> 1. 
Observe that  X2J, J = 0 f rom Eq. (6.20). This is an expression of  the fact that  
~2J, I = w2J, J is a finite l inear combina t ion  o f  the hyperspherical  harmonics  o f  
order  J. 

Let us estimate IIx2J, kll2 first. As in (6.8), 

E(J k-1)/21J-k-2"-l (J- -k- -2n--m--1)  
IIx2~,~112 -< 2 E 

n=O m=O Y/ 

x (�89 pj)l]2,2) ~-k 2 . . . .  1 

• ( 1 l I E - D *  - 1(1 + 2)]-1(1 - P~)112,2)" 

• (Ill I - D *  - J(J+ 2)]-1(1 -- Pj )  UII2.2114'2~-,,J-m-, 112 

+llEI t i E - [ ] * -  J ( J  + 2)]-1(1 - ej)ll2,=l162~-=,J-m-1tlz). (6.22) 

By Eq. (3.17) for J - > l  

l iE-D* - 1 ( 1 + 2 ) ] - 1 ( 1  - P~)112.2 = ( 2 I +  1 ) - ' ;  (6.23) 

by inequality (3.45) liE-[]* - J ( 1 +  2)]-1(1 - P~) ul[=,2 <- Dl(J+ 1) -3/16, where 

D1 = II UIIs/z�89 3/8( rc2/2 +~)1/2; (6.24) 

and by the induct ion hypothesis  

A2J-i A2J-2 
1162i-1.~ m 2112-< c((21_ - 1)!)3/16 a n d  1162~-2,~-m-,112-< ( (21 2) !)3/16, 

l 

(6.25) 

so inserting these estimates into (6.22) yields 

IIx~,~ll= -< 2 Y~ 
n=O m=O 

( j + l  ~ J - k - 2  . . . .  l ( l _ ~ n  

x \ 4 - ~ /  \ 3 2 J +  16/  

• (�89 1)-3/16CA2J-t((2J - 1)!) 3/16 

+�89 + 1)-1CA2J-2((2J _2)!) -3/16 

[(J-k-1)/2]J-k-2n-l(J--k--m--n--1)(1J-k-2 . . . .  1( 3 1 )"  
-< Z Z ~) 

. = o  m = o  n 2 J +  16 

• (CA2J((2J!) 3/~6(D~/A+llEI/A2)). (6.26) 

As with (6.12), the last term is o f  the desired form (6.4), so we need to show that 
the double  sum is b o u n d e d  independent  o f  J and k. Again we reverse the order  
o f  the m summat ion ,  letting i = J -  k - 2 n -  1 -  m. The index i goes f rom 0 up to 
J - k - 2 n -  1, and the double  sum in (6.26) becomes  

[(J-k--1)/2]J--k--2n--1 ( i+n ) (13 ' (  1 .~". 
Z 2 (6.27) 

,=o i=o \ n ] \2]  \32J+16/ 
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We can obtain an upper bound to (6.27) by extending the i and n summations 
up to co, which yields 

n ~ - ~ - l (  1 n 

~ i~=o(i+n](l]i( 1 = = ( 1 - ~ )  \32J-+16)  ,=o n ]\-2] \32J-+16)  ,2o 

= 2 2 = 2 1 _< 2 -  = - - .  (6 .28)  
n=o 16J+ 7 7 

Inserting this estimate into (6.26) yields 

Ilx,,k 112 -< CA2J((NJ)!)-3/16 ~-(D1/A +�89 (6.29) 

Finally we need to use Eq. (6.21) to estimate [[w2zk[[2. Taking the 2-norm of both 
sides of (6.21) yields 

J - k (  1 ~" 
tlw2"kll2<- .~--o \8-J7--8] [If(J+ x)-'P'Ull2,zll~b2r 

+le l ( J+  1)-111r (6.30) 

From (3.15) we conclude that II(J+ 1)-lp~uII2.2 -< Do(J+ 1) -3/16, where 

Do = II u118/3(2~2) -3/8 

and by the induction hypothesis 

A 2J-1 

[I 0)2J--l,k+n--1 ll2 -< C~( 2Jt 1) ~)3/16 and 

(6.31) 

so using these two estimates in (6.30) yields 

11~02.,~112 -< y~ ~ [Do(JW1)-3/'6CA2J-l((2J-1)!) -3/'6 
n=0 

+ IEI(/+ 1)-ICA2J-2((2J-2!) -3/16] 

<- Y~ CA2~((2J!)-3/16(2Do/ A + 21EI/ A 2) (6.33) 

where the last term is of  the desired form (6.4), and we need only show that the 
sum is bounded independent of J and k. This is easy, since 

< Y~ - -  = 1-8--f- ~ < -  (6.34)  =ot-+0 
Thus using (6.34) in (6.33) yields 

H w2~,k 112 <- CA2~((2J) !)-3/16~(Do/A +[E I/a2). (6.35) 

We accordingly see that the induction hypothesis for j  = J can be verified provided 
that A was originally chosen sufficiently large that all of the quantities 

~(D1/2/A+IEI/A2),~76(D1/A+�89 and ~(Do/A+[EI/A2), (6.36) 

which appear in (6.15), (6.29), and (6.35), respectively, are smaller than 1. 

A2J-2 

II .-1112 -< c ( ( 2 j  - 1 ) ! ) 3 / 1 6  (-02J--2,k+ 

(6.32) 
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As was remarked previously in Sect. 4 and immediately after equation (6.21), 
w2z0, which is a finite linear combination of the hyperspherical harmonics of 
order J, cannot  be determined in terms of Wo,o if we confine our attention to 
non-infinite regions of  space. In fact, Fock's equation (1.3) has infinitely many 
formal solutions ~(~ a, 0) whose leading term for small R is Rtw2z, o and for 
which w2j, o = 0 for J # I. R~co21,o is a harmonic polynomial  of degree 21; i.e., 

2 2 l ( - V 1 - V z ) R  o92~,o = 0. (6.37) 

The proper  coefficients for the functions o92~,o can be determined in terms of w0,0 
only by imposing the square integrability boundary  condition as R ~ oo [6]. For 
obvious reasons this is likely not to be practicable for some time. However, this 
"large R "  problem decouples to a considerable extent from our "small R"  
problem of proving the convergence of the series for all R 

oo 

Z tO(')(R; a, O) (6.38) 
i = 0  

to a function in L2($3). We have been able to show that if the series 

Rlw2t,o (6.39) 
/ = 0  

converges for all R to a function in L2($3), then the series (6.38) does as well. 
In other words, provided that the coefficients for the w2~,o'S are not chosen in so 
pathological a manner  that the series (6.39) is divergent, the series (6.38) will be 
convergent. The condition that (6.39) be a convergent series is a quite weak 
hypothesis, and it seems very natural. 

In terms of the variables s and t defined by Eq. (1.10), Fock's expansion for 
O(t)(s, t; a, O) is 

~b(t)(s, t; ce, 0) ~ , .k.(t) , = S t UJn+2k, k~Ol, 0 ) .  (6.40) 
n=2l  k = O  

The same methods that were used earlier throughout this section will show that 
the .,,o), 0)'s obey an estimate of the form ttPj, k (  Ol, 

(,) ~ < cAJ-2, [ (2/)!'~ 3/16 
Ilqjj, k _ 4kk! \ J[ ] ]lw21,oll2. (6.41) 

I f  we now use the expansion (6.40) in Eq. (6.38), we obtain 

~ ~ , ,k , , ( , )  r^, 0). (6.42) o t ~,n+2k, k\Ot,  
/ = 0  n=21 k~O 

I f  we eliminate n in favor of m, where m = n -21, (6.42) becomes 

~ ~ y+m,k.,,(,) l^, 0). (6.43) t t~21+m+2k, k \ t ~  ~ 
I = 0  m = O  k = O  
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Our goal is to show that if (6.39) converges, then (6.43) does as well. We use 
our estimate (6.41) to obtain an upper bound to the 2-norm (in L2($3)) of (6.43): 

s 21+,, k _ _ A  m+2k/ (21)! ~3/16 
Y~ E II Itl C 4kk[ ((m+21+2k)[] 11'o2,,o112. (6.44) I=0 m=O k=O 

Since (2l) !/(rn + 2 l+  2k) ! -< 1/(m + 2k) !, (6.44) is bounded above by 

Am+2k 
Isl~'llo,=,,oll= E ~ Isl"[tl~C4---r~((m+Nk)!) -3/16. (6.45) 

/=O m=O k=O 

The convergence of the double sum over m and k is immediately obvious, and 
the convergence of the sum over l is equivalent to the convergence of (6.37). 

In summary, we have proved that if the coefficients for o~2t, o are not chosen in a 
pathological manner, Fock's expansion converges for all R to a function in 
L2($3). In the next section we shall prove that it also converges in L~(S3). 

7. Proof that Fock's expansion converges in L~(S 3) and satisfies Schr6dinger's 
equation 

In this section we prove that Fock's expansion (1.7) converges for all finite R to 
a function in L~(S 3) and that this function satisfies Schr6dinger's equation (1.3), 
considered as a partial differential equation with no boundary condition at R = ~ .  
We first derive a factorially decaying upper bund to [ [ [ - [ l * - j / 2 ( j / 2 +2 ) ]@ j ,  kl]2 
and then a factorially decaying upper bound to [I ~bj, k [[o0. We then prove that the 
function defined by Fock's expansion (1.7) obeys Schr6dinger's equation (1.7) 
with no boundary condition as R-> co. 

To begin, we observe that since O2j, k = PJw2j, k, 

II ~o2j, k II ~ -< 11PJ II 2,~ II o~2~,k II 2. (7.1) 

By (3.4) llP~l12,~_< ( J +  1)(2~-2) -1/2, and in the last section we proved that 

11o,2zk 112-< CA2J((2J)!) 3/16 (7.2) 

so using these two estimates in (7.1) demonstrates that 

II ~o2~,~ II ~ -< C'(A')2J ((21 + 2) !)-3/16 (7.3) 

if we choose two new constants C ' >  C and A ' >  A. Having obtained (7.3), we 
now go through an induction argument on H[--D*+(j/2)(j/2+2)]&j,k[12. For 
j = 0 ,  &o,o=Wo,o obeys [-[]*]Wo,o=0. We now make the induction hypothesis 
that the ~bj, k's obey an estimate of the form 

J J + 2  [--[::]*- ~ ( ~ ) ] q ~ j ,  k2<~C'(A')J(j[)-3/16 (7.4) 

for all j up to but not including some particular ~, and we set about proving 
that (7.4) also holds for j = J .  Let us do the case j = J = 2J + 1 first. 
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With j = 2J  + 1, we have from Eq. (6.7) that  

[-[-]*-(J+l)(j+5)](~2J+l,k = 2 2 
n = 0  m = 0  r/  

• (�88 + 3 ) [ - [ ]*  - (I  +~)(J +~)]-1) ~-~-2~ 

X ((1~6)[  i [ ~ *  __ ( J 1 5 --1 n 1 1 + 7 ) ( J + ~ ) ]  ) (-iUqb2LJ_m +~Eq~2j_i,j_m). (7.5) 

We now note  that 

$2J- l ,J- , ,  = I - D *  - ( J - 1 ) ( J  + 3 ) ] - 1 [ - D *  - ( J - i ) ( J  +3)]~b2j_l,]_m (7.6) 

and that 

~b2ZJ-m = ~ +X2Jd ,, 

=~o2Zj-m+[-D*-J(J+2)]-'(1-P~)[-[]*-J(J+2)]X2zJ_m. (7.7) 

Using (7.6) and (7.7) to re-express the last term in (7.5) yields 

-~  Uw2j, j m -�89 U[ - [N*  - J(J + 2)]-1(1 - P j ) } [ - D *  - J(J + 2) ]X2,,,- m 

+iEE_E],_(j_�89 , +3 (J-~)(J ~)]$2J-,,J-m (7.8) 

so the 2-norm of  (7.8) is bounded  above by 

ill uII211 o,2,,,_,. I1~ +ill u [ - [ ] *  - J(J+ 2)1- ' (1 - P,)112,2 

x I1[-[]* - J(J  + 2)]X2J, J-m 112 

+i lEI  I I [ - D * -  ( J -~ ) ( /+~ ) ] - ' I I 2 ,211 [ -G*-  (J- �89 (7.9) 

and we can use (3.16)', (3.45) and (6.24) to estimate the opera tor  norms,  thereby 
obtaining an upper  bound  to (7.9) of  

�89 ull2ll~2J, J-mll~+ iOa(J + 1)-3/1611[-~*-J(J + 2)]X2J, J-~l12 

+�89188  , 3 ( J  + ~)(J + ~)] ~b2j-,,j-m 112. (7.10) 

By the induct ion hypothesis  and (7.3), we can bound  the vector  norms in (7.10) 
to obtain an upper  bound  to (7.10) 

C'(A')2J+~((2J + 1)0-3/16(�89 D1/A'+IEI/(A')2). (7.11) 

Having est imated the last term in (7.5), we can then take the 2-norm of  both  
sides of  (7.5), which gives us 

liE-D* - ( J  +�89 + ~)]~2J+l,k ll2 

t(J-k)/21J-k-2,, ( J - k - m - n )  
<- Y X 

n = 0  m = O  Y/ 

• ( �88 ( j  , ~ - ~  ~-k-~~ +~)(J+~)]  112,2) 
• ( ( ~ 6 ) l l r - ~ * -  1 5 --1 n ( J + ~ ) ( J + ~ ) ]  112,2) 
• C'(A')2J+'((2J + I)!)-3/'6f�89 D1/A'+IEI/(A')2)2). (7.12) 
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• C'(A')2J+I((2J+ 1)!)-3/'6(�89 DJA'+ IEI/(A')2). (7.13) 

The  s u m m a t i o n  in (7.13) is exactly the same as that  in (6.12), so we can use its 
uppe r  b o u n d  o f  20/7 der ived in (6.14) to conclude  that  

I I [ - D * - ( J + 1 ) ( J + ~ ) ] r  

<~ C' (A ' )2J+I( (2J+ 1)!)-3/16~(�89 DJA'+ [EI/(A')2). (7.14) 

N o w  we need to treat  the case J = 2J. We observe  that  Ill - [ ]*  - J(J + 2)] Czzk 112 = 
II[-D*-g(J+2)]x.,~ll~, and we see f rom (6.20) that  

[(J-k-I)~2] J-k-2n-1 
[ - D *  - y ( J  + 2 ) ]x=~  = 

As in (7.6) and  (7.7), we note that  

~)2J--1,J--m--a = [ - - [ ~ *  - - ( j  1 ) ( j . ~  3 ) ] - 1 [ _ [ ~ ,  _ 1 3 ( J - 2 ) (  J + 2) ]~iJ-1,J-m-1 

Y, Z ( J - k - m - n - l )  
n = 0  m = 0  n 

x (�89 + 1)[-IS]* - J(J + 2)]-1(1 -- P , ) ) ' - k - 2 " - " - I  

x ( ( 1 ) I - N * -  J ( J  + 2)]-1(1 -Pj))" 
x ( 1  1 1 -- Pj) ( -2Ucb2J_l ,J_m_l  +$E4)2J-2,J-m-1).  

and 

(~2J-2,J--m-1 = O')2J-2,J--m-1-~ X2J-2,J-m-1 

= w2,-2. , - , . -1 + [-iS]* - ( J  - 1) (J  + 1) ] - ' (1  - P,-1)  

x [ - [ ] * -  ( J -  1 ) ( J +  1)]X2j-z, j-m-, .  

We now use (7.16) and (7.17) to re-express the last term in (7.15) as 

I ( U [ _ [ ~ ,  ( j 1 ) ( j . . [ 3 ) ] - I ) [ _ E ] ,  1 _{_3 - ( J - ~ ) ( J  2)]62J--l,.l-m-I 
1 1 * +~Eo)2J_2,j_m_ 1 + $ E ( [ - [ - ]  - ( J  - 1 ) ( J +  1)]-1(1 - P , - I ) )  

x [ - E l * - ( J -  1) (J  + 1)]X2J_2,J_m_ 1 

and the 2 -norm of  (7.18) is b o u n d e d  above  by 

~ l l u [ - [ ] *  ( J  ' 3 - ,  , 1 3 - - ~ ) ( J + ~ ) ]  I I= ,= I I [ -D- ( J -~ ) ( J+~) ] ]62 , - l a -m-1112  
1 2 1/2 +~lEl(2~ ) IIo~.-=..-m-,ll~ 

+~IEI II[-G* - ( I -  1 ) ( I+  1)]-1(1 - P~-,)112,= 

• II[-D* - ( J -  1)(1+ 1)]X.-2. . -m-,  112" 

(7.15) 

(7.16) 

(7.17) 

(7.18) 

(7.19) 

Using Eq. (3.16) to b o u n d  [ ] [ - V q * - ( J  ' 5 -1 + 9 ( Y + = ) ]  112,2 yields 

I l l -D*  - ( J  + �89 + ~)3r I1= 

[(J-k)/eJJ-k-2'~(J--knm--n~(2J+a~J-k->'-'~(1)" 
<- Z E 

,=o m=o ]\4-J-~] \ 1 6 J - + 2 0  
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We can now use (3.17), (3.44), and (6.10) to estimate the operator norms in 
(7.19), thereby obtaining 

1 - 3 / 1 6  * 1 3 1 
~ D 1 / J  I1[-[] -(J-~)(J+~)J'b=-'-w-m-lll2+~lEl(2~=)l/~ll'~176 

+�89 1)-III[-E3 * - ( J -  1) (J+ 1)]x2J-2,J-m-1112. (7.20) 

By the induction hypothesis and (7.3) we can bound the vector norms in (7.20) 
to obtain the following upper bound to (7.20), assuming J-> 1: 

C'(A') 2j ((2J)!)-3/16(D1/2/A'+ �89 El(27r 2 ) 1/2/A'+[E l/(A')2) �9 (7.21) 

Now that we have estimated the last term in (7.15), we observe that 

I1[-[]* - (J(J + 2)]X2,.k 112 

[(J-k-1)/23J-k-Z.-l ( J - - k - - m - - n - - 1 )  
<- 2 2 

n = 0  m = 0  H 

• ( I(1 + 1)I1[-[]* - J(J + 2)]-1( 1 - P~)II ~,2) j -~-2  . . . .  1 

x ((~6) lIE-D* - 1 ( 1 + 2 ) ] - 1 ( 1  - PJ)112,2)" I1(1 - PJ) 112,2 

x C'(A')ZJ((2J)!)-3/16(D1/2/A'+�89 (7.22) 

Since I1(1-P~)112,==1, we can use Eq. (3.17) to control I I [ - [S]*-J(J+2)]  -1 
(1-P, ) l l2 ,=  to obtain 

II[ -F] * -- J(J + 2)]X2Lk 112 

~(.*-k 1 ) / 2 ] . , - k - 2 , , - l ( j _ k _ m _ n _ l ] ( J + l ] J - k - 2  . . . .  1( 1 ) "  
-< E Y~ 

,=o ,,=o n / \ 4 -7-~ :  \ 3 2 J +  16 

• C'(A')2J((2J)!)-3/16(D1/2/A'+�89 IEI/(A')2). (7.23) 

The double sum in this inequality is precisely the same as the double sum in 
(6.26), for which we found the upper bound of ~6 in (6.28). Thus 

I I [ - D * - J ( J + 2 ) ] x 2 , , ~ 1 1 2  

<- C'(A')2~((2J)!)-3/16~(D,/a/A'+�89 (7.24) 

Provided that A' is initially chosen sufficiently large so that (7.3) holds and both 

~~189 ull2/ m' + D1/ A' + IEI/ ( A') ~) (7.25) 

and 

~-(�89 A' + D~/2/ A' + IEI/ ( A') 2) (7.26) 

are smaller than 1, we see from (7.14) and (7.24) that the induction can be verified 
for j = o~, so we conclude that for all j and k 

J J  [ - [ B * - ~ ( ~ +  2)1 q~j. k 2<-c'(a')J(j!) -3/16 (7.27) 

for some suitable positive constants C'  and A'. 
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In order to derive a similar estimate for n ~bj, k ]1~, we observe first that 

H~bj, k]l~ <~ Hwj, klloo + Hxj, kHoo (7.28) 

and that HWj, kHoo obeys the estimate (7.3), and Wj, k--= 0 i f j  is odd. Since 

( , ) 
k 2 \ 2  / J  L 2 \ 2  / J  

if follows that 

�9 �9 - 1  j j 

J J  

from (3.24) and (3.25) and the fact that 

1(~r2+1~ < ~r 3 
~\-~- ~ / - ~ -  ~. (7.31) 

From (7.30) and (7.27) we conclude that 

]lXj, k [[oo- C'(A')J(j !)--3/16 (7.32) 

and using (7.32) in (7.28) implies that for all j and k, 

1[ ~)j,k IIoo ~ C'(A')J(j !)--3/16. (7.33) 

Accordingly we conclude that for all complex values of s and t, the expansion 

~ sntk~ln+2k, k(Ol, O) (7.34) 
n=O k=0 

converges to a function in L~~ 

The indeterminacy of ~o21,o can be treated in a manner similar to our discussion 
at the end of Sect. 6. If  the sum 

s"'ll o,~,.,,011oo (7.35) 
1=0 

converges for all s, then the corresponding sum given in (6.43) 

~ ~ ~21+,-,k.1,(0 '~' O) (7.36) i, W21+m+2k, kktt~, 
/=0 m=O k=O 

converges for all s and t to a function in L~(S3). 



Fock's expansion for helium eigenfunctions 217 

Additionally, we note that since II I -D*-( j /2) ( j /2  +.2)] qSj, k 112 falls off factorially 
fast in j and 

,l[-D*+l]q~j, kn2 ~ [--[]*--~(~+2)]q~j,k 2+(J+l)2H~bj, k'[2 (7.37) 

and both terms on the right side of (7.37) have been shown to fall off factorially 
quickly in j, ]I[-D*+ 1]~bj, k]12 falls off factorially fast. Therefore it follows that 
the series 

~ s"tk[(--D*+l)tp,+2k.k](a, O) (7.38) 
n = O  k = O  

converges to a function in L2($3). From our discussion of uniform H61der 
continuity in Sect. 2, it follows that for fixed s and t all the truncated sums in 
(7.34) and the limit function are uniformly H61der continuous of order �89 with 
the same constant c given by 

c= ~ ~ Isl"ltlkll(-D*+l)~0.+2~kll=. (7.39) 
n = 0  k = O  

If a sequence of functions, all of which are uniformly H61der continuous with 
the same constant c, converges on a dense set, then the sequence of functions 
converges pointwise. Since we proved in Sect. 6 that the series (7.34) converges 
in L2(S 3) it converges pointwise except on a set of measure 0, and from our 
remarks on uniform HSlder continuity it follows that (7.34) converges for all 
points in S 3. 

As before, we also have the convergence in L2(S 3) of the summation 

eo 

+ 1)02~+m+2k(a, O) (7.40) 
1 = 0  m = 0  k = O  

provided that the series 

co c~ 

Z s2t( -IS]*+ 1)Wzw = E s21( 1+ 1)2to2t, o 
l = 0  1 = 0  

converges in L2($3). 

(7.41) 

We shall now prove that the expansion (1.7) obeys Schr6dinger's equation (1.3), 
considered as a partial differential equation with no boundary condition at ~.  
To begin, we need to express the differential operator in (1.3) in terms of s and 
t. Since 

0 Os 0 Ot 0 
OR OR Os OR Ot 

+ t ] o  o 1 1 0 + 1 (7.42) =�89 2 0 s  
as  s 
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we see that 
a 2 

aRk OR/ 

1-2[1 3 O~s +(s-2q-s-4t)L~(lsSO{-(s6q-s4t)L~ 
= \ 2  s- Ot/\2 0S Ot/ 

1 2 82 5 8 - 2 -2 82 2 3t)~+(S3+St)of-zt" u~ ou - i s  +t) + 

(7.43) 

(We parenthetically observe that since (�89 + st)) 2-~s2(s2+ 0 2= 0, this differen- 
tial operator is parabolic when expressed as a function of s and t.) When the 
differential operator on the right side of (7.43) is applied to the expansion (1.11), 
one obtains another entire function of s and t from C x C to L2($3). We just 
finished proving that the series (7.38) defines an entire function from C x C to 
L2($3), so obviously the same conclusion holds if we replace ( - D * +  1) in (7.38) 
with ( - [ ]* ) .  Furthermore, since the series (1.11) defines an entire function from 
C x C to L~176 3) and U is in L2($3), the series 

oo co 

S ~ ~ sntku(a, O)l~n+2k, k(O[ , O) (7.44) 
n = 0  k = O  

defines an entire function from C x C to L2($3). Thus when ~b is defined to be 
the limit of  the series (1.11), each term in (1.3) is an entire function from C x C 
to L2($3). The fact that ~b(s, t; a, 0) is a solution of (1.3) follows from the 
observation that its expansion coefficients ~tn+Ek, k(O~ , 0) are determined from the 
recurrence relation (1.8) derived from the differential equation (1.3). 

8. Conclusions and suggestions for further research 

It has been shown that Fock's expansion for S-state solutions of Schr6dinger's 
Equation for two-electron atoms and ions has virtually optimal convergence 
properties. The expansion converges not only in a small neighborhood of R = 0, 
but for all finite R. Better behaviour could not be expected. 

Nonetheless, there are important problems which remain to be solved. We have 
demonstrated that for every complex E ,  Schr6dinger's equation (1.3), considered 
as a partial differential equation with no boundary condition at R = ~ ,  has 
infinitely many solutions, each of which has a convergent Fock expansion. If E 
is not in the point spectrum of the Hamiltonian, Schr6dinger's equation ( H -  
E)~b = 0, considered as an operator equation in the Hilbert space L2(R6), does 
not have a square-integrable solution. Thus for E outside the point spectrum of 
the Hamiltonian, the functions defined by Fock's expansion cannot represent 
functions in L2(R6). If  E is not even in  the continuous spectrum of the Hamil- 
tonian, presumably the functions obtained from Fock's expansion have exponen- 
tial growth as R -~ ~ .  If  E is in the continuous spectrum of  the Hamiltonian, it 
is conceivable that at least some of the functions defined by Fock's expansion 
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correspond to improper (continuum) eigenfunctions, which are not in L2(R6). It 
remains to be proved that if E is in the discrete spectrum of the Hamiltonian 
and corresponds to an S-state, at least one of the functions defined by Fock's 
expansion actually converges to an appropriate L2(~ 6) eigenfunction of energy 
E. This probably is a very hard problem the resolution of which might well 
require the development of a theory of partial differential equations with regular 
singular points, in analogy to the well-known theory of ordinary differential 
equations with regular singular points. One would like to know whether a n y  

solution of the partial differential equation (1.3) which is finite at R = 0 has a 
convergent expansion of the form (1.7). 

An important step toward an understanding of the cusp behaviour of locally 
well-behaved solutions of partial differential equations, the coefficients of which 
are not analytic in Cartesian coordinates, has been accomplished by my colleague 
Prof. Robert N. Hill [24]. He has proved that if ~ ( r l , . . .  ru) is a locally well- 
behaved solution of the Schr6dinger equation for an atom or a molecule, then 
in the vicinity of any two particle collision where one particular r o = [ri - rjl = 0 

and all other interparticle distances are bounded away from zero, the wavefunction 
can be decomposed as 

q~(r l , . . . ,  r N ) = ~ ( r l , . . . ,  rN  ) + r o ~  f i  r l ,  . . . , rN ) 

where both ~a  and ~c are analytic functions of the Cartesian variables. Hill's 
result provides a natural extension of the famous Kato cusp conditions [8] to 
higher order derivatives. 

Furthermore, Prof. J. Leray has recently announced some results on the local 
behavior of solutions of Schr6dinger's equation for atomic systems in the vicinity 
of the point where all electrons are collapsing upon the nucleus [25]; however, 
the technical details such as estimates of norms of operators have not yet all 
been published. It is quite possible that his techniques, whose full publication 
we await with anticipation, will provide the key to determining whether all locally 
well-behaved solutions of Schr6dinger's equation for Coulomb systems have 
convergent expansions of the type proposed by Fock. 

Even when the question of the representability of S-state eigenfunctions of two 
electron atoms by Fock's expansion has been solved, we will be left with another 
unresolved problem, the indeterminacy of the w21.o'S. As we have already 
remarked, this indeterminacy is a reflection of the fact that in 2 or more 
dimensions, there are infinitely many linearly independent harmonic polynomials. 
The situation in many dimensions is quite different from that in 1 dimension, 
where there are only two linearly independent harmonic polynomials, which are 
of the form ( a x + b ) .  It has been noted by Demkov and Ermolaev [6] that the 
indeterminacy of the w21,o'S can be resolved in principle by applying the L2([~ 6) 
condition; in other words, by studying the asymptotic behaviour as R ~ oe of the 
expansion 

~b(E; R, a, O)= ~ O(1)(E; R, a, 0). 
1 = o  
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In  prac t ice ,  o f  course ,  this is l ikely to be very difficult. Here  we shall  only  observe  
tha t  if  E co r r e sponds  to a non-degenerate po in t  e igenvalue ,  then  at most  one o f  
the func t ions  0( t ) (E;  R, a ,  0) can  be  in L2(~6), for  if  two or  more  were  in L2(~6), 

the e igenvalue  E wou ld  be  degenera te .  F o r  the g round  state wavefunc t ion  0 we 
know by the recent  work  o f  the  H o t t m a n n - O s t e n h o f ' s  and  Barry S imon that  
0 ( R  = 0) r 0 [ 1 ]. Thus we know that  the l = 0 te rm is non-van i sh ing  for  the g round  
state. I f  it  a lso is in Lz(~6), then  all the o the r  terms with l r 0 must  au toma t i ca l ly  
vanish.  Thus  a s tudy  o f  the  a sympto t i c  behav io r  o f  O(~ R, a, O) might be 
sufficient to sett le the  i nde t e rminacy  ques t ion ,  at  leas t  for  the  g round  state. 

The au tho r  hopes  that  this  d iscuss ion  will encourage  others  to th ink  abou t  these 
cha l leng ing  p rob lems .  
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Appendix 

Eva lua t ion  o f  d a  sin 2 a ,  ) s  ( sin (n~ 
,, sin a / 

In  this a p p e n d i x  we shal l  eva lua te  the in tegra l  

fsdto'fsdtosinS(nO(a"~ (A.1) 
3 sin s (O(to, to')) 

which  occurs  in (3.13), (3.34), and  (3.41), where  n is a posi t ive  integer.  To begin,  
we observe  tha t  by  ro t a t iona l  symmet ry  the  resul t  o f  the in tegra t ion  over  to is 
i n d e p e n d e n t  o f  the va lue  o f  to', so we use this  fact  and  the re la t ion  

dto = sin 2 a da sin 0 dO d49 (A.2) 

to see tha t  (A.1) equa ls  

fo fo fo" sin8 ( n a )  (27r 2) d(9 dO sin 0 da sin 2 a sins a 

fo" fo ;~ sins(n~) = (2~r2)4~r d a  sins ( n a )  (2r r d a  - -  (A.3) 
sin 6 a sin 6 a 

Or ig ina l ly  this in tegral  was eva lua ted  us ing [26], Eqs. 1.320.1 and  3.616.7, 
fo l lowed  by  a Tay lo r  series e x p a n s i o n  up  to sixth order .  I am gra teful  to 
Wi l l i am  H. Mi l l e r  for  sugges t ing  that  I use complex  in tegra t ion  instead.  I f  we let 
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z = e i~, then dz = i e ~'~ da = iz da, so da = i - l z  -1 dz ,  and 

1 i~ e - ~ )  sin c~ = ~ ( e  - = l ( z - z  ') (A.4) 

and 

1 i,~ e-in~) 1 , s i n ( n ~ ) = ~ - ~ ( e  - = ~ ( z  - z  -z )  (A.5) 

so the last integral in (A.3) becomes  

1 ~ dZ(z_ 1 z_n) 8 J T - -Z)-6(Z n -- (A.6) 

where  the con tour  of  integrat ion is a circle of  radius  1 centered at the origin. Since 

Z -n __ Z n n--1 --rl4-I z 2 z2~ (A.7) Z -1 -- Z j=0 

is analyt ic  in z away f rom the origin, we see that  the only singulari ty of  the 
in tegrand in (A.6) is at the origin. There fore  we can contract  the contour  of  
integrat ion down  to a circle of  radius �89 centered at the origin. We now use the 
facts that  

(z_l  z) ~6=z6(l__z2)_6=_Z6 • 5 j Z2 j (A.8) 
j=0 

and 

(z " - z ~ )  s =  2 ( - 1 )  "~ zr (A.9) 
k=0 

to see that  the integral (A.6) equals 

--~=~'~0"7]'8 (--1)k (k)  j~o (5 '~-J~ 1 8  oo 5 ]2-'~lJ~;dzz(6+2kn-8n+2J) (A. 10) 

For  fixed k, this integral  will vanish unless ( 6 + 2 k n - S n + 2 j ) = O ;  i.e., j =  
( - 3  + n ( 4 -  k)). Since j is nonnegat ive ,  we see immedia te ly  that  all the terms with 
4 -  < k - 8  au tomat ica l ly  vanish.  Thus (A.10) equals 

7r ( - l ) " J S ' ~ [ 2 + n ( 4 - k ) )  

(8) 
- 5 ! ~ o ( - 1 ) k  ( ( 4 - k ) n + 2 ) ( ( 4 - k ) n + l ) ( ( 4 - k ) n ) ( ( 4 - k ) n - 1 )  

( ( 4 -  k ) n - 2 ) .  (A.11) 

Tempora r i ly  ignoring the c o m m o n  factor  of  ( - 7 r / ( 2 . 5 ! ) ) ,  we see that  the k = 0  
te rm is 

(4n + 2)(4n + 1)(4n)(4n - 1)(4n - 2 )  = 16n(2n + 1)(2n - 1)(4n + 1)(4n - 1) 

= 16n(4n 2 - 1)(16n 2 - 1 )  = 16n(64n 4 -  20n2+ 1). (A.12) 
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The k = 1 term is 

- 8 ( 3 n  + 2)(3n + 1)(3n)(3 n - 1)(3n - 2 )  

= - 2 4 n ( 3 n  + 2 ) ( 3 n  - 2 ) ( 3 n  + 1)(3n - 1) 

= -24n(9nZ-4) (9n  2 -  1) = -24n(81n4-45n2+4).  (A.13) 

The k = 2 term is 

28(2n + 2 ) ( 2 n  + 1)(2n)(2n - 1)(2n - 2 )  = 8 . 2 8 n ( n  + 1)(n - 1)(2n + 1)(2n - 1) 

= 8  �9 28n(n  2 - 1 ) ( 4 n  2 - 1 )  = 8 "  28n(4n 4 - 5 n 2 + 1 ) .  (A.14) 

Finally, the k = 3 term is 

- 5 6 ( n  + 2)(n + 1)(n)(n  - 1)(n - 2 )  = - 5 6 n ( n  + 2 ) ( n  - 2 ) ( n  + 1)(n - 1) 

= -56n (n2 -4 ) (n  2 -  1) = -56n(n4-5n2+4) .  (A.15) 

I f  we take out a c o m m o n  factor o f  8n, the sum of  these four  terms is 

8n{(128n 4 - 40n2+ 2) - (243n 4 - 135n2 + 12) + (112n 4 - 1 4 0 n 2  + 28) 

- ( 7 n 4 - 3 5 n 2 + 2 8 ) }  

= 8 n{n4(128 - 243 + 112 - 7) + n2 ( -40  + 135 - 140 + 35) + (2 - 12 + 28 - 28)} 

= 8 n { n 4 ( - 1 0 ) +  n 2 ( - 1 0 ) +  ( -10)}  = -80 (nS  + n3+ n). (A.16) 

Putting back in the factor  o f  ( - z r / (2 .5 ! ) )  yields 

rr ~ nS+n3+n 
-2 ~, ,  (n5+n3+n)=rr  3 ' (A.17) 

so the final answer for (A.3) is 

/,/5 
(27r2)2 + n 3 + n  

3 ' (A.18) 

the desired result. 

Finally, we should  remark that it is easy to obtain an upper  bound  to integral in 
(A.3). Since ]sin (not)/sin otl -< n, 

fo fo ;7 2,, s i n  s (no t )  2~ �9 2 ,  , s i n  6 (no t )  < n6 
- da  - - - - -  - dot sin 2 (not) = 7/'/'/6 dot s in6  ot s in  (not) s in6 ot 

(A.19) 

The main effect o f  using this estimate instead o f  Eq. (A.3) would be the replace- 
ment  o f  the exponent  _ 3 ,  which occurs th roughout  the text o f  our  article, with 
-~6 = -~. We certainly could still prove the convergence o f  Fock 's  expansion. 
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